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Graphene is an atomically thin material with unique electrical, optical,

and mechanical properties. In this thesis, we explore some of the interesting

temperature-dependent mechanics of graphene membranes. We start by pre-

senting the typical mechanical theory used by experimentalists to model a sus-

pended graphene membrane in the presence of an electrostatic force, and we

expand it to account for various effects, such as slack, capacitive softening,

and dynamic changes in tension. We also perform finite element analysis us-

ing COMSOL Multiphysics software and compare the results with the analytic

solution. Then, we show how to use the transfer matrix technique to model

graphene optically as an infinitesimal conducting boundary. We solve for the

reflectance of a graphene sheet parallel to a perfect mirror, which is important

for measurements using optical detection. Next, we summarize the first mea-

surement of photothermal optomechanics in graphene resonators, demonstrate

both self-oscillation and cooling, and develop a theory to predict the optome-

chanical spring constant induced by photothermal forces. Finally, we develop

an optical technique for sensing the static deflection of a graphene membrane

and use it to measure the temperature dependence of the Young’s modulus of

graphene for the first time. We find that the room temperature modulus is much

softer than expected from thermal rippling theories, but it stiffens significantly

at low temperature.
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Chapter 1

Introduction

Sometimes, innovation comes from trying out a crazy idea. Before graphene

became popular, Andre Geim was known for levitating frogs in a magnetic field,

for which he won the Ig Nobel prize in 2000.[1] A few years later, he had the

crazy idea of using ordinary Scotch tape to separate graphite into thin layers,

eventually reaching a single atomic layer of graphene. Several other groups

had been working on their own methods to isolate graphene on an insulating

substrate at the time, but none had been as successful. Geim’s seminal paper

on the electrical properties of few-layer graphene was rejected twice by Nature,

where one reviewer said it was not “a sufficient scientific advance,” but it was

ultimately published in Science in 2004.[2]

In 2010, Geim and Novoselov won the Nobel prize for the “discovery” of

graphene, triggering a bit of controversy.[3] While the Geim group did pioneer

the revolutionary Scotch-tape method, they did not “discover” the material,

which had been observed as early as 1962. Furthermore, it is surprising that

they got the Nobel prize just 6 years after their seminal paper, considering that

Nobel prizes are usually awarded after a new technology has had a chance to

impact society, sometimes 20 or 30 years later.

In any case, the Nobel prize signifies how interest in graphene exploded after

the introduction of the Scotch-tape method. The fact that the electron mobility

in graphene is hundreds of times higher than silicon led people to believe that

graphene could one day beat out silicon in the race to make smaller transistors.

However, graphene is a semi-metal, not a semi-conductor, and the lack of a band
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gap makes for leaky transistors that cannot be turned off. In the 10 years since

Geim’s seminal paper reporting superior electrical properties of graphene, no-

body has managed to open a band gap large enough to be useful and still main-

tain the high mobility. As a result, the hype from the semiconductor industry

has died down.

When a new technology is discovered, it can take decades for its ultimate

potential to be realized, and often the form it takes is nothing like what people

originally expected it to be. For example, when aluminum was discovered in

the 1820s, it was hailed as a wonder material, with qualities never before seen

in a metal. It was lightweight, ductile, shiny, and highly conductive, but nobody

could figure out what to do with it. Aluminum did not find its first revolution-

ary application until the invention of the airplane in the early 1900s, which is

something that would not have been dreamed of during the initial hype.[2]

There is a concept known as the Hype Cycle, which is shown in Fig. 1.1.[4] It

graphs the interest in a new technology as a function of time. After the “technol-

ogy trigger,” there is a “peak of inflated expectations,” followed by the “trough

of disillusionment,” and finally leading to the “plateau of productivity.” As far

as electronics are concerned, graphene is heading into the trough.

However, while graphene may not be able to compete with the state-of-the-

art in some established fields, it is undeniably a unique material with unusual

electrical, mechanical, and optical properties. Its revolutionary application may

come from a crazy, awkward jump into a new direction, or from the slow, grind-

ing march towards the plateau of productivity. This thesis presents an example

of each of these two approaches: the first demonstration of graphene optome-

chanics, and a careful study of the temperature-dependent elasticity.
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Figure 1.1: The Hype Cycle (Image from Ref. [4]).

1.1 Graphene NEMS

Nano-electro-mechanical systems (NEMS) is a term used to describe nanoscale

mechanical devices that are actuated and/or measured electrically (Fig. 1.2).[5]

NEMS devices are ubiquitous in the scientific world, with applications includ-

ing atomic force microscopy (AFM), mass sensing,[6] and quantum comput-

ing.[7]

A mechanical resonator is described by characteristics such as the resonant

frequency ω, quality factor Q, mass m, and stiffness k (see Section 2.2 for a

detailed derivation of graphene resonance). The quality factor Q = ω/∆ω is

defined as the total energy stored in the resonator divided by the energy lost
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Figure 1.2: Diagram of a typical nano-electro-mechanical system (Image
from Ref. [5]).

per cycle (or equivalently, the frequency of the resonance peak divided by the

width), and the stiffness k is equal to mω2. A useful relation for the amplitude

of a mechanical system on resonance is:

x =
FQ
k

(1.1)

where F is the external force. Hence, to have the highest motional response to

a given force, a high quality factor and low stiffness are desired. The frequency

is usually determined by the device size, and so low stiffness usually implies

low mass. As the world’s thinnest material, graphene represents the limit for

how low mass a resonator can be. However, graphene resonators tend to have

surprisingly low quality factor at room temperature, which is one of the main

obstacles to be overcome for applications to be realized.
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a) b) c)

d) e) f)

Figure 1.3: Scanning electron micrographs (SEM) of several graphene res-
onators. (a) The first graphene resonator, made by exfoliating
graphene over a trench (Ref. [8]). (b) The first electrically con-
tacted graphene resonator, made by exfoliating graphene, pat-
terning electrodes, and etching away the substrate to suspend
the whole structure (Ref. [9]). (c) The first graphene resonators
made using chemical vapor deposition (CVD), which allows
for making large arrays of devices (Ref. [10]). (d) A large size
fully clamped graphene resonator, which, compared to doubly
clamped resonators (a-c), has higher quality factor and more
predictable mode frequencies (Ref. [11]). (e) An electrically
contacted, fully clamped graphene resonator (Ref. [12]). (f)
A hybrid graphene-on-silicon-nitride resonator, which utilizes
the electrical conductivity of the graphene and the high quality
factor of the nitride (Ref. [13]).
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Some examples of graphene resonators are shown in Fig. 1.3. For two great

review articles on graphene NEMS fabrication, experiments, and limitations,

see Ref. [14, 15]. Also see theses by Arend van der Zande and Robert Barton

(Ref. [16, 17]). In the following sections, we discuss only the fabrication and

measurement techniques relevant for the work presented in this thesis.

1.2 Graphene Device Fabrication

The graphene for our devices is grown on copper foils using chemical vapor de-

position (CVD), a process that involves flowing methane and hydrogen at high

temperature and low vacuum.[18] After spinning a polymer coating (PMMA)

on the graphene, the copper is etched in a solvent (either ferric chloride or am-

monium persulfate), and the graphene+PMMA is scooped into successive water

baths before being transferred to the final substrate.

We use two different substrates for the experiments presented here: trenches

with electrodes to make “integrated” devices, and open holes in a silicon

membrane to make “through-hole” devices. The integrated device substrates

are made by etching trenches in silicon, growing a layer of oxide, and

evaporating metal traces for electrically contacting the graphene. After the

graphene+PMMA is transferred, a layer of photoresist is spun on top and the

graphene+PMMA is patterned using oxygen plasma etching while it is still sus-

pended. After that, the photoresist+PMMA is removed in wet solvents and the

devices are critical-point dried. We call this the “post-transfer” patterning tech-

nique (details in Ref. [12]).

The through-hole devices are made using a similar technique to Ref. [11].
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Oxide is grown on a double-side polished silicon wafer. Windows in the oxide

are opened up on the back side using photolithography and plasma etching.

Then, deep reactive ion etching (DRIE) is used to bore through the silicon on the

back side until the front side consists of thin suspended membranes a few 10s of

microns thick. Oxide is deposited on the back side again, circles are patterned

on the front side, and DRIE is used to etch holes all the way through the silicon

membrane. The oxide is then stripped in HF, metal is evaporated onto the front

side, and graphene is transferred in the usual way.

1.3 Actuation and Detection of Motion

Graphene resonators can be actuated and detected both optically and electri-

cally. Each combination has its own advantages and disadvantages. Optical

actuation and detection are shown in Fig. 1.4, in which a red laser is used to

detect graphene motion using an interferometric technique, and a modulated

blue laser is used to drive the resonance via heating.[19] Electrical actuation is

done by applying a voltage to the “gate” electrode, creating a force like that ex-

perienced by one side of a parallel-plate capacitor. Electrical detection is done

by measuring the change in current across the device (the “source” and “drain”

electrodes) while it is moving, and the current can be detected directly[20] or

mixed down.[21, 9] For the experiments presented in this thesis, we use electri-

cal actuation (to minimize heating), and optical detection (for sensitivity).
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Figure 1.4: Schematic of the optical actuation and detection technique, re-
produced from Ref. [19].

1.4 Optomechanics

As mentioned earlier in the Introduction, optomechanics is an example of an

usual potential application for graphene. Optomechanics is the study of using

optical forces to manipulate mechanical objects.[22] Light can be used to create

positive feedback on the mechanical system, inducing self oscillation, which

could have uses in photonic signal processing. By positioning the mechanical

object in a different position, light can also be used to create negative feedback,

which effectively cools a mechanical mode. The primary motivation for this

kind of cooling is to get a mechanical resonator to the quantum ground state

and use it in quantum computation. See Ref. [17] for more details on the myriad
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applications of optomechanics.

At first glance, one might consider graphene to be a terrible material for op-

tomechanics because it absorbs light very strongly (about 2.3%). Most materials

used for optomechanics have low absorption and high reflectivity, like silicon

nitride. However, the high absorption of graphene turns out to be a benefit

because it allows for high photothermal coupling. In other words, graphene

experiences a large mechanical response from a small change in laser power.

Graphene is also uniquely tunable; the self-oscillation frequency can be tuned

by about a factor of 2 over a gate voltage of 20 V.[12] The graphene optomechan-

ics experiment is presented in Chapter 4.

1.5 Temperature Dependent Elasticity

The temperature dependence of the tension in graphene resonators has been a

long-standing mystery, and in this thesis, we take a few steps towards solving it.

Some of the early measurements of graphene resonators showed the resonant

frequency at low gate voltage increasing with decreasing temperature.[9, 10,

23] This is counter-intuitive because graphene is theorized to have a negative

thermal expansion coefficient, and should expand at low temperature, reducing

the tension. Previous reports were able to explain the discrepancy by arguing

that the metal electrodes shrink more than the graphene expands, but we have

seen the same effect in devices that have no suspended metal.

To help shed light on this mystery, we have developed a technique for op-

tically detecting the static deflection of a graphene membrane when it is de-

formed by a gate voltage. Unlike resonance measurements, this scheme allows
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us to determine the tension directly, without needing to know the mass. By ap-

plying standard membrane theory, we extract the Young’s modulus from force-

distance curves as a function of temperature, which has been done for the first

time. After applying the same fluctuating membrane theory that gives rise to

the negative thermal expansion coefficient, we find that some parts of our data

is consistent, but there are still many unanswered questions. The temperature

experiment is presented in Chapter 5.

1.6 Thesis Outline

This thesis is structured as follows:

• Chapter 1: Introduction.

• Chapter 2: Mechanics of Membranes. Presents the standard mechanical

model for a flat tensioned membrane and proposes some modifications to

it. Ends with some finite element model (FEM) simulations of membrane

deformation under an electrostatic force.

• Chapter 3: Optical Modeling of Graphene. Develops the transfer matrix

formalism for a conducting boundary and applies it to several graphene-

related problems

• Chapter 4: Graphene Optomechanics. Summarizes the experiment from

Ref. [12] and derives the photothermal spring constant for this system.

Discusses prospects for using graphene in radiation pressure based exper-

iments.

10



• Chapter 5: Temperature Dependence of the Elastic Properties of Sus-

pended Graphene. This chapter consists of a paper draft that is in prepa-

ration. It is the primary result of this thesis.

• Chapter 6: Conclusions and Future Experiments.
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Chapter 2

Mechanics of Membranes

In this chapter, the static and dynamic mechanics of a tensioned circular mem-

brane are reviewed. These theories are used in experiments that try to extract

physical parameters from frequency tuning with gate voltage.[9, 23] We discuss

modifications to the standard theory to incorporate initial slack, tension modu-

lation with displacement, and changes in the electrostatic force as the graphene

is pulled towards the gate. We also present COMSOL Multiphysics simulations

of a graphene membrane deformed by a gate voltage.

2.1 Static Displacement for a Uniformly Tensioned Membrane

The differential equation of motion for a thin membrane under uniform tension

is given by:

ρ
∂2z
∂t2 = −κ∇4z + σ∇2z + P (2.1)

where ∇2 = ∂2/∂x2 + ∂2/∂y2 is the Laplacian, ρ is the area mass density, κ is the

bending stiffness (in J), σ is the 2D tension (in N/m), and P is the perpendicular

external force per unit area. This is an approximation of the Foppl-von Karman

equations for the case of uniform tension.[24, 25, 26]

To estimate the relative contributions of the bending and stretching terms in

Eq. 2.1, we can say that each spatial derivative is of order 1/L, where L is the

size of the membrane. The ratio of the stretching term to the bending term is

σL2/κ, which can be estimated as 4 × 107, using the theoretical bending stiffness

of graphene κ = 1.5eV,[27] a typical tension of 0.1 N/m, and a typical mem-
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brane size of 10 µm. Thus, it is safe to say that these membranes are tension-

dominated, at least for the fundamental mode. In addition, we can ask what

length scale would make this ratio equal to 1, which is when stretching forces

are comparable to bending forces. This happens when L ≈ 2 nm, which is close

to the graphene thermal ripple size measured by TEM.[28]

Setting the left side of Eq. 2.1 to zero and neglecting the bending term gives

the differential equation for static displacement:

0 = σ∇2z + P (2.2)

This is known as Laplace’s equation. In the case of azimuthal symmetry, ∇2 =

1
r
∂
∂r + ∂2

∂r2 . For a uniform load and boundary conditions z(R) = 0 and ∂z
∂r

∣∣∣
r=0

= 0,

the solution is simply a parabola:

z(r) = z0(1 − r2/R2) (2.3)

where z0 = PR2/4σ is the displacement at the center, and R is the radius of the

membrane. Using F = PπR2, we have

F = 4πσz0 (2.4)

Equation 2.4 is like a geometrical Hooke’s law, where 4πσ takes the role of the

spring constant. Note that this equation can also be derived using Newton’s

laws and writing force-balance equations, assuming the membrane shape is

known.

2.1.1 Initial Tension

We will now derive the force-distance curve for the case of an initially flat mem-

brane with some tension σ0. In general, Eq. 2.1 cannot be solved analytically
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if σ is a function of z, but we can get an approximation by using the engineer-

ing definition of linear strain. Integrating differential length elements over the

shape of the membrane gives:

ε =
1

2R

R∫
0

(
∂z
∂r

)2

dr =
2
3

z2
0

R2 (2.5)

Using Hooke’s law for linear elastic materialsσ−σ0 = E
1−νε, whereσ0 is the initial

tension in the membrane, E is the 2D Young’s modulus, and ν is the Poisson

ratio, and combining Eq. 2.4,2.5 gives the force-distance curve:

F = 4πσ0z +
E

1 − ν
8π
3R2 z3, (2.6)

where we have dropped the naught on z0 to avoid confusion with σ0. Similar

derivations of Eq. 2.6 are done in Ref. [19, 9, 23]. A more exact calculation of the

cubic term by Komaragiri et al. gives

F =
E
g3

π

R2 z3, (2.7)

where g = 0.72 − 0.17ν − 0.15ν2.[29] Using the Poisson ratio of graphene ν =

0.15,[27] the numerical pre-factor for the cubic term in Eq. 2.7 is 9.5, compared

to 9.9 for Eq. 2.6, and so our approximate solution is pretty good.

Note that we can also solve Eq. 2.4,2.5 in terms of σ instead of z:

σ2(σ − σ0) =
E

1 − ν
F2

24π2R2 (2.8)

This form of the static solution is useful for estimating the resonance frequency

tuning with gate voltage, as in Sec. 2.2.
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2.1.2 Initial Slack

If the membrane is under slack when the force is zero, then the force-distance

curve can be modified from geometric arguments. Assuming the shape of the

membrane is parabolic, half the length of the slack membrane is L0 = R + 2
3

z2
0

R ,

and half the length of the stretched membrane is L = R + 2
3

(z0+z)2

R , where z0 is the

initial displacement at the center and z is the additional displacement from gate

voltage. The strain is then:

ε =
L − L0

L0
≈

2
3

z2

R2

(
1 +

2z0

z

)
(2.9)

Again, using Eq. 2.4 and Hooke’s law, the force-distance curve is:

F =
E

1 − ν
8π
3R2 z2

(
1 +

2z0

z

)
(z0 + z) =

E
1 − ν

8π
3R2

(
2z2

0z + 3z0z2 + z3
)

(2.10)

Comparing this equation with Eq. 2.6, both initial tension and initial slack con-

tribute a linear term to the force-distance curve, but the initial slack has an ad-

ditional quadratic term. Written in terms of σ, we have:

σ2
(
σ +

E
1 − ν

2
3

z2
0

R2

)
=

E
1 − ν

F2

24π2R2 (2.11)

This is the same as Eq. 2.8 except with σ0 → − E
1−ν

2
3

z2
0

R2 . In other words, the

presence of initial slack is analogous to a negative initial tension.

2.1.3 Electrostatic Force Corrections

The analysis in the preceding sections assumes that the force is constant in z.

However, in our experiments, the electrostatic force is similar to the force ex-

perienced by one plate in a parallel-plate capacitor. Hence, the force should
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depend on gate voltage:

P(z) =
1
2
∂C
∂z

V2
g =

ε0V2
g

2(d − z(r))2 (2.12)

where C is the capacitance per unit area, ε0 is the permittivity of free space, Vg is

the gate voltage, d is the initial distance between the graphene membrane and

the gate electrode, and z(r) is the displacement as a function of position. Let

P0 ≡ ε0V2
g/2d2 and expand to first order in z/d:

P = P0

(
1 −

z
d

)−2
≈ P0

(
1 +

2z
d

)
(2.13)

Typically for our devices, the displacement at the center is as large as 300 nm,

the gap distance is about 1.4 µm, and so the force in the center would be about

40% larger than the force on the edge.

Plugging the first order expansion of Eq. 2.12 into Eq. 2.2 results in a linear

differential equation:

0 = σ∇2z + P0

(
1 +

2z
d

)
(2.14)

The solution is a Bessel function:

z(r) =
d
2

(J0(λr/R) − 1) + z0J0(λr/R) (2.15)

where the displacement at the center is

z0 =
d
2

(
1

J0(λ)
− 1

)
(2.16)

and λ ≡ R
√

2P0
σd =

√
2F0
πσd . Figure 2.1 compares the membrane profiles for a con-

stant force (Eq. 2.3) and linear force correction (Eq. 2.15), using typical device

values. The shape is similar, but the deflection at the center is bigger for the

latter, since the force increases as the membrane is pulled closer to the gate.
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Figure 2.1: Comparison of Eq. 2.3 with Eq. 2.15, using R = 6 µm, F = 2 µN,
d = 1.4 µm, and σ = 0.5 N/m

Again, integrating over the shape to get the strain gives:

ε =
1

2R

R∫
0

(
∂z
∂r

)2

dr =
λ4d2

96R2

2F3

(
3
2 ,

3
2 ; 2, 5

2 , 3;−λ2
)

J0(λ)2 (2.17)

where pFq(a; b; z) is the generalized hypergeometric function. It is not possible

to get an analytic force-distance curve by combining Eq. 2.16 and Eq. 2.17 with

Hooke’s law, as we did in the last two sections.
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2.2 Resonance

In this section, we will find the resonance frequencies of a tensioned circular

membrane. Many versions of this problem exist, including Ref. [24, 30, 31] and

Wikipedia. We start by taking z → z(r) + z̃(r, t) and P → P(r) + P̃(r, t) in Eq. 2.1,

where the tilde denotes a sinusoidal oscillation in time. Assuming σ is constant

in time, the differential equation splits into static and dynamic parts:

0 = σ∇2z + P

ρ
∂2z̃
∂t2 = σ∇2z̃ + P̃ (2.18)

For simplicity, we assume azimuthal symmetry and ∇2 = 1
r
∂
∂r + ∂2

∂r2 , which is

appropriate for the radial “donut” modes. Setting P̃ = 0 in Eq. 2.18 and using

the standard separation of variables method, the homogeneous solution for the

displacement is

z̃(r, t) =

∞∑
n=0

AnJ0

(
λn

r
R

)
eiωnt (2.19)

where the An are complex amplitudes and J0 is the Bessel function of the first

kind. The resonant frequency of the nth radial mode is given by

ωn =
λn

R

√
σ

ρ
(2.20)

where λn is the nth zero of J0. For the fundamental mode, λ0 = 2.405.

To find the complex amplitudes An, we need to solve for the particular so-

lution to Eq. 2.18. The oscillating part of the force is generated by a DC + AC

gate voltage. Using the parallel-plate capacitor model P = ε0V2
g/2d2 and letting

Vg → Vg + Ṽg, we have:

P̃ =
ε0Vg

d2 Ṽg (2.21)

18



Decomposing the force into a Fourier-Bessel series P̃ =
∑∞

n=0 PnJ0

(
λn

r
R

)
eiωnt and

plugging Eq. 2.19 into the Eq. 2.18 allows us to solve for the complex ampli-

tudes: An =
Pn/ρ

ω2
n−ω

2 , where

Pn =

R∫
0

rP̃J0

(
λn

r
R

)
dr

/ R2

2
(J1 (λn))2 =

2P̃
λnJ1(λn)

(2.22)

is the projection of the force onto the nth radial mode. Adding a damping term

β∂z̃
∂t to the left side of Eq. 2.18 and again solving for An gives:

An =
Pn/ρ

ω2
n + iωnω/Qn − ω2 (2.23)

where Qn = ωnρ/β is the quality factor of the nth radial mode. Taking the mag-

nitude of An gives the well-known Lorentzian function for a driven, damped

harmonic oscillator. Note that with no damping, An is a delta function, and with

damping, the frequency corresponding to the maximum amplitude is slightly

downshifted from the natural resonance frequency: ωres = ωn

√
1 − 1

2Q2
n

The simplest way to get the gate voltage dependence of the resonance fre-

quency is to solve for σ in Eq. 2.8 and plug it into Eq. 2.20, as in Ref. [9]. In the

limit of low gate voltage, σ −σ0 ∼ F2 ∼ V4
g , and thus ω −ω0 ∼ V4

g , where ω is the

frequency of the fundamental mode and ω0 is the frequency at zero gate volt-

age. In the limit of high gate voltage σ ∼ F2/3 ∼ V4/3
g and ω ∼ V2/3

g . Typically, this

model is not a great fit for graphene frequency tuning, which tends to increase

much faster than the slow 2/3 dependence at high gate voltage,[9, 10] but we

will consider improvements to the model in the following sections.
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2.2.1 Tension Modulation Correction

While the analysis in the previous section assumes that σ is constant, in this

section we will incorporate a small modulation of σ into the frequency. Sending

z→ z + z̃ in Eq. 2.5 gives:

σ + σ̃ ≡ σ0 +
E

1 − ν
2(z + z̃)2

3R2 ≈ σ0 +
E

1 − ν
2z2

3R2 +
E

1 − ν
4z

3R2 z̃ (2.24)

The dynamic part of the differential equation becomes:

ρ
∂2z̃
∂t2 = σ∇2z̃ +

(
∇2z

)
σ̃ + P̃ (2.25)

which has an extra term related to the time dependence of the tension. Noting

that σ̃ = 2z̃
z (σ − σ0), ∇2z = − 4z

R2 , and plugging Eq. 2.19 into Eq. 2.25 gives the

modified frequencies:

ωn =
1
R

√
λ2

nσ + 8 (σ − σ0)
ρ

(2.26)

Hence, the extra σ̃ term increases the frequency by an amount proportional to

σ−σ0. In the case of initial slack, the result is the same except withσ0 → −
E

1−ν
2
3

z2
0

R2 .

2.2.2 Capacitive Softening

In a manner similar to Section 2.1.3, we can expand the force to a term that is

linear in z̃/d and send P̃ → P̃ + 2P0z̃/d, where P0 ≡ ε0V2
g/2d2. The differential

equation becomes:

ρ
∂2z̃
∂t2 = σ∇2z̃ +

2P0

d
z̃ + P̃ (2.27)

The extra term just acts like a spring constant and the frequencies become:

ωn =
1
R

√
1
ρ

(
λ2

nσ −
ε0V2

g

d3

)
(2.28)
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Parameter Value
Radius R 6 µm

Gap distance d 1.4 µm
Membrane thickness h 3.4 nm

Young’s modulus E 50 N/m
Poisson ratio ν 0.15

Initial tension σ0 0.01 N/m
Mass density ρ 5 × ρgraphene

Table 2.1: Parameters used in the COMSOL simulations.

This is similar to Eq. 2.20 except that at very low gate voltages, the frequency

decreases as ω − ω0 ∼ −V2
g , which is known as capacitive softening.[23]

2.3 COMSOL Multiphysics Simulations

COMSOL Multiphysics[32] is a commonly used finite element modeling (FEM)

program. Generally speaking, FEM is a numerical technique for finding ap-

proximate solutions to a system of partial differential equations (PDEs). A con-

tinuous geometry is subdivided into discrete nodes (known as ”meshing”), the

PDEs are computed locally at each node, and variational methods are used to

minimize an error function. COMSOL provides a user-friendly interface for

solving these kinds of problems, but with much of the advanced numerical tech-

niques done behind-the-scenes.

We set up a 2D axisymmetric COMSOL model with Electrostatics, Mem-

brane, and Moving Mesh physics nodes; these determine the boundary condi-

tions and PDEs. Figure 2.2 shows the geometry used in the simulations. The

membrane is grounded and a voltage Vg is defined on the line parallel to it. A

large hemisphere sets the domain in which the solver calculates the electric field
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Figure 2.2: Schematic of the COMSOL geometry. The dimensions of the
rectangle are R = 6 µm by d = 1.4 µm and the radius of the
hemisphere is 2R. The Electrostatics node is defined on the
hemispherical domain and the Membrane node is defined on
the top boundary of the rectangle. The voltage on the mem-
brane is zero and the voltage on the bottom boundary of the
rectangle is a global parameter Vg (no constraints are specified
on the right boundary). The top right corner of the rectangle is
a fixed point, representing the clamping condition. The entire
geometry is revolved around the symmetry axis, to represent a
circular drum in 3D space.
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a) b)

Figure 2.3: Electric potential (color axis) and final geometry (white lines)
for simulations with (b) and without (a) the moving mesh. The
top boundary is grounded and the bottom is held at Vg = 80
V. For (a), the electric field is calculated once, and the resulting
force is used to find the displacement of the membrane, while
for (b), the process is iterated until equilibrium is reached.

and the Maxwell surface stress tensor. The output of the electrostatic simulation

is then used to define the load force in the membrane simulation, and the static

displacement is calculated. The Moving Mesh node specifies that the solver

should re-mesh the geometry and iterate the previous steps until the relative

displacement is zero. In other words, it calculates the capacitive change in the

electrostatic force as the membrane moves downward until it reaches equilib-

rium.

The results of the simulation for Vg = 80 V with and without the moving mesh

are shown in Fig. 2.3. The global parameters used in the simulations are listed

in Table 2.1. From the color plots of the electric potential, it appears that the

moving mesh simulation (Fig. 2.3b) is behaving as expected: the potential of the

membrane is always zero, which “squeezes” the colors together near the center
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Figure 2.4: Comparison of membrane profiles for the analytic solution (Eq.
2.3 and 2.6), and the COMSOL simulations with and without
the moving mesh.

(indicating a higher gradient and electric field), as opposed to the simulation

without the moving mesh (Fig. 2.3a), where the color contours are horizontal.

Figure 2.4 compares the membrane profiles at Vg = 80 V for the analytic so-

lution (Eq. 2.3 and 2.6), and the COMSOL simulations with and without the

moving mesh. The simulation without the moving mesh is in good agreement

with the analytic solution, but the moving mesh simulation, which takes into

account the change in force as the membrane moves closer to the electrode, has

over 1.5 times the displacement.
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Figure 2.5: Force-distance curves from the analytic solution for a flat mem-
brane (Eq. 2.6), and COMSOL simulations with and with-
out the moving mesh, plotted on a linear scale (a) and a log-
log scale (b). The force on the y-axis is calculated from F =

ε0πR2V2
g/(2d2) and is not the actual electrostatic force on the

membrane computed during the simulation.

A Stationary study with a Parametric Sweep node is used to simulate the

static deflection of a membrane under various gate voltages. The resulting force-

distance curves, along with Eq. 2.6, are plotted in Fig. 2.5. The simulation with-

out the moving mesh follows the cubic almost exactly, while the moving mesh

simulation is somewhere between quadratic and cubic at high gate voltage. The

higher displacement with the moving mesh makes sense, since the actual force

is larger than the parallel-plate capacitor model F = ε0πR2V2
g/(2d2), which is how

the data for the y-axis is computed.

Using a two-step study with Stationary and Eigenfrequency nodes, we can

simulate how the frequency of the membrane will tune with gate voltage. The

results, along with Eq. 2.20 and Eq. 2.26 (solving Eq. 2.8 for σ), are plotted in

Fig. 2.6. The simulations and theory meet at low gate voltage, and then diverge
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Figure 2.6: Frequency vs gate voltage simulated by COMSOL eigenfre-
quency analysis, plotted along with Eq. 2.20 (dashed blue line)
and Eq. 2.26 (solid blue line).

as the gate voltage is increased. It is interesting how much closer Eq. 2.26 is to

the simulation than Eq. 2.20 (the standard equation used in the literature).[9]

Clearly the tension modulation effect discussed in Sec. 2.2.1 is significant when

σ � σ0.

To summarize, we have presented the standard theory for static and dy-

namic motion of uniformly tensioned membranes, starting from the differential

equation. We have developed a few modifications to the theory, including initial

slack, linear corrections to the electrostatic force term (i.e. capacitive softening),

and an additional spring constant coming from tension modulation. We have
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also performed finite element analysis using COMSOL and found that the ten-

sion modulation term can make up about half of the error between the simula-

tion and the analytic solution for the resonant frequency. These results suggest

that previous experiments that extracted the initial tension and mass by fitting

the simplest analytical model may be inaccurate, especially in the high strain

limit.[9, 23]
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Chapter 3

Optical Modeling of Graphene

One of the key factors contributing to the early success of graphene research was

the discovery that single layers of graphene exfoliated on silicon oxide could

be visually identified in an optical microscope.[33] The Geim group found that

certain thicknesses of oxide would produce the maximum contrast for graphene

flakes, due to optical interference between light reflecting off the graphene−SiO2

interface and the SiO2−Si interface.[34] The optical properties of graphene are

also interesting because they depend entirely on fundamental constants. For

example, the absorption-per-layer is given by π times the fine structure con-

stant.[35] Understanding how to optically model graphene is important for op-

tical detection of mechanical resonators, optomechanics, and the displacement

sensing technique described in Chapter 5. In this chapter, we review the trans-

fer matrix method for solving thin film problems and apply it to the case of a

graphene sheet parallel to a mirror.

3.1 Transfer Matrix Formalism

The transfer matrix method is an elegant technique for finding the reflectance

and transmittance of a stack of thin films. Details for this technique can be found

in the free online optics textbook by Orfanidis.[36] Here, we extend the transfer

matrix method to conducting interfaces (a more general calculation is done in

Ref. [37]).

Consider the electric and magnetic fields near the interface between two lin-
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ear media, indicated by subscripts “1” and “2”. Maxwell’s equations give the

following boundary conditions on the components of E and B perpendicular

and parallel to the interface:[38]

ε1E⊥1 − ε2E⊥2 = σ f (3.1)

B⊥1 − B⊥2 = 0

E‖1 − E‖2 = 0

B‖1/µ1 − B‖2/µ2 = K f × n̂

where ε and µ are the permittivity and permeability, σ f and K f are the free

surface charge and free surface current, and n̂ is the unit normal pointing from

medium “2” to medium “1”.

For simplicity, we assume that light is hitting the boundary at normal inci-

dence, so that E⊥ and B⊥ are zero. We also assume µ1 = µ2 ≡ µ0, as is the case

in most materials. For an electromagnetic plane wave, the electric and magnetic

fields are always perpendicular, and if we assume linear polarization, we can

define a coordinate system where E is oriented along the x-axis, B is oriented

along the y-axis, and the z-axis points in the direction of propagation. If the

boundary has some conductivity σ (not to be confused with the surface charge

σ f above, or the tension σ used in other chapters), then we know from Ohm’s

law that the surface current is proportional to the electric field, K f = σE‖, and

Eq. 3.1 become:

E1 − E2 = 0 (3.2)

B1 − B2 = µ0σE2

where E and B are now the vector magnitudes of E and B in our chosen coordi-

nate system. In other words, the electric field is continuous across the boundary,
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and the magnetic field is discontinuous in the presence of surface currents in-

duced by the electric field. These equations can be written in the form of a

matching matrix:  E1

cB1

 =

 1 0

µ0cσ 1


 E2

cB2

 (3.3)

 E2

cB2

 =

 1 0

−µ0cσ 1


 E1

cB1


where the extra factors of c are thrown in to make the elements of the matrix

unitless. The matching matrix in Eq. 3.3 can be thought of as a linear map that

takes vectors expressed in the (E, cB) basis from the “2” side of the interface to

the “1” side, and vice versa.

In general, E and B can be written as the sum of right-moving and left-

moving electromagnetic plane waves:

E = (E0+eikz + E0−e−ikz)e−iωt ≡ E+ + E− (3.4)

B =
n
c

(E0+eikz − E0−e−ikz)e−iωt ≡
n
c

(E+ − E−)

where c/n is the velocity of the wave in a medium with index of refraction n.

These equations can be written as a basis transformation from (E+, E−) to (E, cB)

and vice versa:  E

cB

 =

1 1

n −n


E+

E−

 (3.5)

E+

E−

 =
1
2

1 1/n

1 −1/n


 E

cB


The last tool we need is the propagation matrix, which relates E+ and E− at

two different points in space separated by a distance d (the subscripts “1” and
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“2” here just mean that point “2” is more towards positive infinity on the z-axis

than point “1”; both points lie in the same medium):E1+

E1−

 =

e
−ikd 0

0 eikd


E2+

E2−

 (3.6)

E2+

E2−

 =

e
ikd 0

0 e−ikd


E1+

E1−



3.2 Reflection and Transmission for a Single Graphene Sheet

There are two ways to solve for the reflection and transmission coefficients of

a graphene sheet: 1) treat the graphene as an infinitesimal boundary with uni-

versal conductivity σ = πα/µ0c, where α is the fine structure constant,[35, 39]

or 2) model the graphene as a thin film with the complex index of refraction of

graphite and with thickness equal to the average interlayer spacing of graphene

sheets.[34] Both solutions are straightforward using the machinery we built up

in the previous section.

Suppose we have a right-moving plane wave E0 ≡ E0+eikz−iωt incident on a

conducting boundary between two linear media, “1” and “2”. The reflected and

transmitted waves are rE0 and tE0, where r and t are the complex reflection and

transmission coefficients. Writing the matching matrix (Eq. 3.3) in the (E+, E−)

basis using a similarity transformation (Eq. 3.5) gives: E0

rE0

 =
1
2

1 1/n1

1 −1/n1


 1 0

µ0cσ 1


 1 1

n2 −n2


tE0

0


 E0

rE0

 =
1

2n1

n1 + n2 + µ0cσ n1 − n2 + µ0cσ

n1 − n2 − µ0cσ n1 + n2 − µ0cσ


tE0

0

 (3.7)
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Solving the resulting linear equations gives:

r =
n1 − n2 − µ0cσ
n1 + n2 + µ0cσ

t =
2n1

n1 + n2 + µ0cσ
(3.8)

When σ = 0, these reduce to the familiar Fresnel equations. Plugging in n1 =

n2 = 1 and the universal conductivity of graphene gives

r =
−πα

2 + πα
t =

2
2 + πα

(3.9)

The reflectance R and transmittance T can be found by taking the magnitude

squared of Eq. 3.9. Expanding to lowest order in πα gives R ≈ (πα)2/4 and

T ≈ 1 − πα. Hence, the absorption A = 1 − T − R ≈ πα ≈ 2.3%, which is the

well-known experimental value.[35]

As a check, we can calculate the energy stored in the electric current of the

conductor and see if this is equal to the absorbed energy. The induced current

is proportional to the discontinuity in the magnetic field: K = (B1 − B2)/µ0. To

solve for the magnetic field on each side, we just need to transform our solution

from the (E+, E−) basis back to the (E, cB) basis: E1

cB1

 =

1 1

1 −1


 E0

rE0


 E2

cB2

 =

1 1

1 −1


tE0

0


The magnitude of the surface current is then K = (1 − r − t)E0/µ0c, and so the

power is P = K2/σ = 4πα
(2+πα)2

E2
0

µ0c . The pre-factor is the same as the absorption

A = 1 − |r|2 − |t|2 = 4πα
(2+πα)2 . Sure enough, the missing energy in the optical field is

equal to the energy of the induced surface current.

Now, we model the graphene as a thin film of graphite. For this calculation,

we assume σ = 0 and n = 1 on either side of the film. The overall transfer matrix

is two matching matrices with a propagation matrix in between: E0

rE0

 =
1
2

1 + n 1 − n

1 − n 1 + n


e
−ikd 0

0 eikd

 1
2n

n + 1 n − 1

n − 1 n + 1


tE0

0

 (3.10)
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λ(nm) R(%) A(%)
400 0.044 3.6
700 0.014 2.1

Table 3.1: Reflectance and absorption for the finite thickness model at two
different wavelengths.

where k = 2πn/λ is the wavenumber inside the film, λ is the wavelength of light

in vacuum, and d is the thickness of the film. The solutions for the reflection

and transmission coefficients are:

r = −
(n2 − 1) sin(kd)

2in cos(kd) + (n2 + 1) sin(kd)
t =

2in
2in cos(kd) + (n2 + 1) sin(kd)

(3.11)

Expanding to lowest order in d/λ gives reflectance and transmittance:

R ≡ |r|2 ≈ π2 d2

λ2 |n
2 − 1|2 T ≡ |t|2 ≈ 1 − 2π

d
λ

Im(n2) (3.12)

Plugging in the complex index of refraction of graphite n = 2.6 + 1.3i and the

thickness of a graphene sheet d = 0.34 nm at a couple of different wavelengths

gives the values in Table 3.1. At the longer wavelength, these numbers are in

good agreement with the measured absorption A = 2.3% and reflectance R =

0.013% of a graphene sheet.

Modeling the graphene sheet as an infinitesimal conducting boundary or as

a thin absorptive slab give roughly the same results for the absorption and re-

flectance. The main difference between the two is that the conducting boundary

(Eq. 3.9) does not depend on wavelength, while the absorptive slab (Eq. 3.12)

does. The fact that graphene has been measured to have uniform absorption in

the visible range[35] is more consistent with the conducting boundary model,

making it the preferred choice for the rest of our analysis.
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3.3 Overall Reflectance for Graphene Parallel to a Mirror

The simplest graphene device geometry involves an infinitesimal graphene

sheet parallel to a conducting mirror (this mirror can either be a separate ob-

ject, or part of the chip itself). Optically detecting the graphene motion involves

shining a laser onto the sample, which transmits through the graphene, reflects

off the mirror, and is measured by a photodiode.[8] This device geometry can

also be thought of as a low-finesse Fabry-Perot cavity, where the graphene acts

like a wall of the cavity that is allowed to move.[12]

The goal is to find the total reflectance R as a function of the distance d be-

tween the graphene and the mirror. As in the previous section, suppose there

is a right-moving plane wave with electric field E0(z, t) incident on a graphene

sheet at z = 0, and a perfect conductor at z = d. The overall transfer matrix is

given by a matching matrix (Eq. 3.7) and a propagation matrix (Eq. 3.6): E0

rE0

 =
1
2

2 + µ0cσ µ0cσ

−µ0cσ 2 − µ0cσ


e
−ikd 0

0 eikd


 Econd

−Econd

 (3.13)

where Econd is the electric field at the surface of the conductor. Solving for the

reflection coefficient gives:

r =
1 − µ0cσ − i cot(kd)
1 + µ0cσ + i cot(kd)

Assuming σ is real, the reflectance becomes:

R =
(1 − µ0cσ)2 + cot2(kd)
(1 + µ0cσ)2 + cot2(kd)

≈ 1 − 4µ0cσ sin2(kd) (3.14)

Note that when µ0cσ = πα is small, the linear expansion of Eq. 3.14 is equiva-

lent to the reflectance of a strictly absorbing sheet with A = πα sitting in an opti-

cal standing wave. Figure 3.1 shows the exact solution for the reflectance plotted
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Figure 3.1: Reflectance calculated using Eq. 3.14

with the standing wave approximation, using the absorption of graphene. One

can see that the approximation is pretty good and that the total change in re-

flectance from max to min (over a quarter wavelength λ/4 = 158 nm) is about

4πα ≈ 9.2%.

3.4 Considerations of Finite Spot Size

The analysis in the preceding section assumes either a completely flat graphene

sheet, or equivalently, an infinitesimal laser spot. Here we calculate how the

reflectance is affected by the shape of the membrane combined with a finite
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laser spot size, assuming for simplicity that the graphene is just an absorber in

a standing wave.

Let z = 0 be the position of the mirror, z = z0 be the position of the flat

graphene, and z = z1 be the position of the graphene when it is being stretched

by a uniform load. We recall from Chapter 2 that the shape of a graphene mem-

brane under uniform load is parabolic: z(r) = z0− (z0− z1)(1− r2/R2) The intensity

of the electric field is I(z) = 4I0 sin2(kz), and so the average absorbed intensity

is Iabs = πα
∫ Rs

0
I(z(r))2πrdr/πR2

s , where Rs is the radius of the spot and πα is the

absorption. The reflectance R = 1 − Iabs/I0, and putting it all together gives:

R = 1 − πα
(
2 +

sin(2φ1) − sin(2(γ(φ0 − φ1) + φ1))
γ(φ0 − φ1)

)
(3.15)

where γ ≡ R2
s/R

2 is the ratio of the spot area to the membrane area, and φ ≡ kz =

2πz/λ is the cavity detuning. Taking Eq. 3.15 to the limit of γ → 0 again gives the

reflectance of an absorbing sheet in a standing wave. The main effect that the

finite spot size has on the reflectance is to create an “envelope” that reduces the

size of the oscillations as the graphene is pulled towards the mirror (Fig. 3.2).

In this chapter, we have built up the machinery for solving thin film op-

tics problems that treat graphene as an infinitesimal conducting interface. In

the following chapters, we will apply these techniques to create models for op-

tomechanics experiments with graphene.
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Figure 3.2: Reflectance for a finite laser spot size, using Eq. 3.15 with γ =

1/5 and φ0 = 4π

.
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Chapter 4

Graphene Optomechanics

Optomechanics is the study of systems in which light-induced forces are used

to control mechanical elements.[22] A typical optomechanics experiment might

involve an optical cavity formed by two mirrors, but with one mirror allowed

to move (Fig. 4.1). Many experiments at different size scales can be classified as

optomechanics, from gravitational wave detectors to atomic force microscopy

to micromechanical resonators.

Of particular interest is passive laser cooling of a mechanical resonator, with

the ultimate goal being to cool to the quantum ground state. The first steps to-

wards this goal were achieved using photothermal forces on a silicon cantilever

that served as a mirror in a Fabry-Perot cavity,[40, 41] and later using radiation

pressure.[42, 43] For these kinds of applications, reducing the resonator mass is

desirable, because it improves sensitivity to the optical field and increases the

amplitude of zero-point motion.

As an atomically thin material, graphene represents the ultimate limit of

low-mass mechanical resonators. It is also electrically conducting and highly

tunable with gate voltage, setting it apart from silicon-based resonators. While

the low quality factor at room temperature is generally a disadvantage, it in-

creases significantly at low temperature[10] and with device size.[11] In this

chapter, we discuss the first measurement of photothermal optomechanical cou-

pling in graphene resonators,[12] as well as the feasibility of using graphene for

radiation pressure optomechanics.
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Phase/amplitude detector

Mechanical
oscillator

Figure 4.1: Schematic of a typical optomechanical system, reproduced
from Ref. [22]. A mechanical oscillator comprises one end of a
Fabry-Perot cavity, coupling mechanical motion to the optical
cavity length.

4.1 Photothermal versus Radiation Pressure

Photothermal (or bolometric) optomechanics involves photon absorption, heat

diffusion, and subsequent thermal deformation in a resonator, while radiation

pressure involves photons bouncing off a resonator and transferring momen-

tum. In both cases, the light-induced force acts with a time delay τ, causing

the resonator to experience a change in the effective resonant frequency ωeff and

damping Γeff given by

ω2
eff = ω2

0

(
1 −

1
1 + ω2

0τ
2

∇F
K

)
(4.1)

Γeff = Γ

(
1 + Q

ω0τ

1 + ω2
0τ

2

∇F
K

)
(4.2)
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where ∇F is the gradient of the light-induced force, K is the mechanical spring

constant, and Q is the mechanical quality factor.[41, 44] Here, damping is de-

fined as the full-width-half-max Γ = ω/Q. Note that ∇F can be either negative

or positive, resulting in effective heating or cooling of one particular mode. This

can also be thought of as positive or negative feedback between the mechanical

motion and the optical field. If ∇F is sufficiently negative to cause Γeff → 0, then

the resonator experiences self-oscillation.

With all other variables fixed, the maximal optomechanical damping change

occurs when ω0τ = 1, a condition that can be engineered through the device

geometry. Thus, the most relevant device-independent measure of the optome-

chanical coupling strength is ∇F, be it from photothermal effects or radiation

pressure. If both forces are present, then their contributions to the damping

change are summed together.

In general, the cavity optomechanics community favors radiation pressure

over photothermal forces as the more promising method for cooling to the quan-

tum ground state. This is primarily because the theoretical framework for the

quantum mechanical interaction between photons and a movable mirror has

been around since 1995,[45] but photothermal effects have many more degrees

of freedom (photon absorption, electron decay into phonons, heat diffusion,

thermal deformation, etc) and a quantum mechanical description was not avail-

able until 2011.[46, 47] Intuitively, one might think that an intrinsically dissi-

pative process could not possibly be used to reach the quantum ground state,

but theoretically, the ground state can actually be reached by photothermal cav-

ity cooling.[47] Ultimately, when the first optomechanical system was cooled

to the ground state, it was with radiation pressure, and a detailed quantum me-
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chanical theory was necessary to prove that the average phonon occupation was

indeed less than one.[48]

However, there are some advantages to photothermal optomechanics. In

general, photothermal coupling can be much stronger than radiation pressure

coupling, e.g. by a factor of 100 in Metzger and Karrai.[41] One of the first pa-

pers to report cooling by radiation pressure admits that photothermal forces

account for 50-70% of the observed decrease in effective temperature for their

experiment.[42] Photothermal optomechanics is more effective and easier to

achieve than radiation pressure, which is why we are able to measure it in

graphene without a proper optical cavity.

4.2 Measurement of Photothermal Optomechanics in Graphene

Using electrically contacted, suspended graphene devices and the optical de-

tection technique described in Sec. 1.3,[8] we investigate photothermal optome-

chanics in graphene resonators. Much of this section is summarized from Ref.

[12, 17].

A schematic of the device geometry is shown in Fig. 4.2. A graphene sheet

is suspended above a reflective electrode, forming a low-finesse optical cavity.

A laser shines onto the device and the reflected light is detected by a photodi-

ode. Motion is actuated by DC + AC voltages applied to the gate electrode, and

the resonance amplitude is measured by a network analyzer. Results from two

devices are presented: a square (Device 1) and a circle (Device 2).

Figure 4.3 shows the effective damping obtained by fitting a Lorentzian to
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SiO2

P(z)

Fgate

σ+σpthσ+σpth

Figure 4.2: Schematic of the device geometry. The laser sets up a standing
wave with spatially dependent power P(z). The gate voltage
exerts a force on the membrane Fgate, which is balanced out
by the membrane tension σ. Heating from the laser causes a
change in tension σpth.

the resonance data from Device 1. As the laser power is increased, the effective

damping decreases linearly when the laser wavelength is λ = 633 nm (Fig. 4.3b),

and it increases linearly when the laser wavelength is λ = 568 nm (Fig. 4.3c).

The strong dependence with laser power and wavelength demonstrates that the

graphene is interacting with the optical field. The linearity and the sign of the

damping shift is consistent with Eq. 4.2 and the notion that the graphene sheet

is an absorber in an optical standing wave (see Sec. 3.3). Figure 4.3a shows the

approximate absorption calculated using Eq. 3.14 as a function of the membrane

position relative to the point of maximum reflectance. The red and green vertical

dashed lines indicate the membrane positions for λ = 633 nm and λ = 568 nm,

respectively. Since the slope of the absorption (and thus ∇F) at those two points
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Figure 4.3: Calculated absorption versus membrane position (a) and nor-
malized effective damping versus laser power (b,c) for Device
1, adapted from Ref. [12]. The distance between the graphene
and the gate is d = 1.96 µm. For (b) and (c), the laser wave-
length is 633 nm and 568 nm, respectively. The x-axis is in log-
scale and the black lines are linear fits to the data. Insets show
sample resonance peaks as the laser power is increased.
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has opposite signs, the damping shifts in opposite directions.

The insets to Fig. 4.3b,c show how the resonance peak changes as the laser

power is increased (indicated by the arrow). In both cases, the resonant fre-

quency shifts downwards with increasing laser power, which indicates that the

frequency is dominated more by the tension change with increased temperature

from laser heating than by Eq. 4.1. We will come back to this idea in Chapter 5.

The sign of the optomechanical feedback can also be controlled using a gate

voltage. Figure 4.4a shows the phase difference between the electrical drive and

the mechanical response versus drive frequency and DC gate voltage for Device

2. The phase abruptly changes by π as the frequency is scanned through reso-

nance, and it becomes incoherent noise at zero volts and away from resonance.

Note that the phase also flips by π as the gate voltage is scanned across ±4.3 V.

This indicates that the graphene is being pulled through a node or anti-node in

the optical field (a max or min on Fig. 4.3a), and the response amplitude, which

is proportional to the change in reflectance with position dR/dz, flips sign. Fig-

ures 4.4b,c show the change in effective damping with laser power at two differ-

ent gate voltages, indicated by the red and blue dashed lines on Fig. 4.4a. The

opposite signs of the damping shift are consistent with the membrane being on

either side of an optical node.

If the sign of ∇F is negative, then at sufficiently high laser power, the effec-

tive damping goes to zero and the graphene experiences self-oscillation. Figure

4.5a shows the vibration amplitude of Device 1 versus laser power in the posi-

tive feedback regime (λ = 633 nm), with no AC voltage applied to the gate. At

low laser power, the amplitude is determined by thermal motion, but as the

laser power is increased, the amplitude suddenly increases by almost 2 orders
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Figure 4.4: Damping shift with gate voltage for Device 2, adapted from
Ref. [12]. The distance between the graphene and the gate is
d = 1.37 µm. (a) Phase difference between electrical drive and
mechanical response versus drive frequency and DC gate volt-
age. The π phase shift at Vg = ±4.3 V indicates an optical node
or anti-node. (b) and (c) are the damping shift with laser power
at Vg = -10 V and Vg = 2 V, respectively. Black lines are linear
fits. The sign of the slope changes with the sign of dR/dz.
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P = 1 mW
T = 210 K

P = 2 mW
T = 100 K

Figure 4.5: Self-oscillation and cooling for Device 1, reproduced from Ref.
[12]. (a) Oscillation amplitude versus laser power with λ = 633
nm. The amplitude is converted from photodiode voltage to
nm using thermal motion measurements at low laser powers,
as in Ref. [8]. Inset shows oscillation amplitude versus fre-
quency at 1.9 mW (blue) and 2.6 mW (red). The jump in am-
plitude with a small increase in laser power is evidence of self-
oscillation. (b) Power spectral density of thermal motion for
two different laser powers with λ = 718 nm, calibrated again
using Ref. [8]. The effective temperatures are calculated using
Eq. 4.3 and the width of the driven peak. These are consistent
with the change in area under the thermal motion peaks.

of magnitude. In other words, when the gradient of the optical field is high

enough, the graphene will oscillate by itself, without any drive force.

If the sign of ∇F is positive, then increasing the damping can be interpreted

as using the laser to cool the fundamental mode. Figure 4.5b shows the power

spectral density of the thermal motion of Device 1 in the negative feedback

regime (λ = 718 nm). As the laser power is increased from 1 mW to 2 mW, the

area under the peak decreases by about a factor of 2. The effective temperature
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Teff can be calculated from the effective damping Γeff:

Teff

T
=

Γ

Γeff

(4.3)

where Γ and T are the damping and temperature in the limit of low laser

power.[44] Using Eq. 4.3, the temperatures at 1 mW and 2 mW are 210 K and 100

K, respectively, which are consistent with the change in area under the peaks.

4.3 Modeling Photothermal Optomechanics

So far, we have presented the data from Ref. [12] and made qualitative argu-

ments for photothermal optomechanics based on sign changes in the slope of

the effective damping versus laser power. In this section, we build up the theo-

retical groundwork to make quantitative predictions for the photothermal cou-

pling strength ∇F for our system. The feedback mechanism is the following

(see Fig. 4.2): the graphene membrane is initially deformed by a gate voltage,

it absorbs light proportional to the power in the spatially varying optical field

P(z), it heats up locally near the laser spot, it takes some time τ for the tempera-

ture to equilibrate across the membrane, the tension σ changes, the membrane

displaces to a new position, and the process repeats.

The required mechanical and optical theories have been developed in Chap-

ters 2 and 3. We now need a simple thermal theory to connect the two. We start

by calculating the temperature profile T (r) in the membrane due to a hot spot in

the center, using the heat equation:

∂T
∂t

=
κ

ρcp
∇2T (4.4)
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where κ is the thermal conductivity (not to be confused with the bending stiff-

ness), ρ is the mass density, and cp is the specific heat capacity. In equilibrium,

this just becomes Laplace’s equation:

0 = ∇2T =
1
r
∂T
∂r

+
∂2T
∂r2 (4.5)

The boundary condition at the edge of the membrane is the temperature of the

substrate T (R) = Tedge = 297 K. The boundary condition at the edge of a hot spot

of radius rs centered on the membrane is related to the heat flow ~q = −κ∇T (in

W/m2) across the boundary: ∂T
∂r

∣∣∣
r=rs

= −
q
κ
. The spatially dependent power in the

optical field (for a given spot size) is

P = P0 sin2
(
2π
λ

(d − z)
)

(4.6)

where P0 and λ are the power and wavelength of the incident light, d is the dis-

tance from the flat membrane to the gate, and z is the displacement at the center.

The heat flow into the membrane must be equal to the laser power absorbed:

AP = 2πrsqh, where A = πα is the absorption of graphene and h is the thickness.

Solving Eq. 4.6 with these boundary conditions gives:

T (r) = Tedge +
AP

2πκh
ln

(R
r

)
(4.7)

In order to be consistent with our assumption that the tension is uniform

(which goes all the way back to Eq. 2.1) we require that the temperature also

be uniform. A reasonable approach is to use the average temperature of the

membrane:

Tavg =
2π

π
(
R2 − r2

s
) R∫

rs

T (r)rdr = Tedge +
AP

4πκh

1 − 2r2
s ln R

rs

R2 − r2
s

 ≈ Tedge +
AP

4πκh
(4.8)

where the approximation is in the limit of small spot size. The change in tension

from laser heating is then:

σpth = −
E

1 − ν
αthAP
4πκh

(4.9)
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a) b)

Figure 4.6: Resonance data for Device 2, reproduced from Ref. [12]. (a)
Resonant frequency versus gate voltage. The red line is a fit of
Eq. 2.8 and 2.28 to Vg < 4.5 V. (b) Frequency versus laser power
at Vg = 0.8 V.

where E and ν are the Young’s modulus and Poisson ratio, and αth is the (nega-

tive) thermal expansion coefficient of graphene.

We can measure ∂σpth

∂P directly by looking at the change in the resonant fre-

quency versus laser power at low gate voltage. If σpth << σ0, then the resonant

frequency f ≈ f0

(
1 +

σpth

2σ0

)
. By fitting Eq. 2.8 and 2.28 to the resonance data in

Fig. 4.6a, we get σ0 = 0.01 N/m and ρ = 3 · ρgraphene for Device 2. The frequency

versus laser power at low gate voltage is plotted in Fig. 4.6b, and a linear fit

gives ∂σpth

∂P ≈ 2.8 N/(m ·W) (Note: there may be an error in the way this calcula-

tion is done in Ref. [12]). Plugging some theoretical values into Eq. 4.9 gives
∂σpth

∂P ≈ 4.3 N/(m ·W), assuming E = 340 N/m, ν = 0.15,[27] αth = 4 × 10−6 K−1,[49]

A = πα, h = 0.34 nm, and κ = 2000 W/(m · K) is the thermal conductivity of py-

rolytic graphite.[50] The measured and predicted values agree fairly well, con-

sidering that there is a lot of uncertainty in the physical constants that go into
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Eq. 4.9, especially the Young’s modulus (which we will discuss in Chapter 5).

Using Eq. 2.4, the total force is given by:

F = 4πz
(
σ0 + σstretch + σpth

)
Taking the gradient gives:

∇F = 4π
(
σ0 + σstretch + σpth + z

∂σ0

∂z
+ z

∂σstretch

∂z
+ z

∂σpth

∂z

)
The only term that is associated with the time delay τ is the last term, and so we

have for the photothermal spring constant:

∇Fpth = 4πz
∂σpth

∂P
∂P
∂z

= z
E

1 − ν
αthA
κh

P0
2π
λ

sin
(
4π
λ

(d − z)
)

(4.10)

Note that when z = 0, ∇Fpth = 0, which means that there is no damping shift from

photothermal forces without applying a gate voltage to break the symmetry.

The sign of ∇Fpth is determined by the signs of the thermal expansion coefficient

αth and the slope of the optical field power ∂P
∂z .

The last piece we need to make quantitative predictions is the thermal equi-

libration time constant τ. As in Sec. 2.2, we start by taking T → T (r) + T̃ (r, t)

in the time-dependent heat equation (Eq. 4.4). Using separation of variables

and the boundary condition T̃ (R, t) = 0, the solution is (again) a series of Bessel

functions:

T̃ (r, t) =

∞∑
n=0

AnJ0

(√
ρcp

κτn
r
)

e−t/τn (4.11)

where the An are amplitudes and the τn are time constants associated with each

thermal “mode”. This is similar to the resonator solution, except the time-

dependent part is a decaying exponential instead of an oscillation. The longest

time constant in the series is given by the first zero of the Bessel function:

τ =
R2ρcp

2.4052κ
(4.12)
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R d E ν σ0 ρ
∂σpth

∂P τ

5.5 µm 1.37 µm 340 N/m 0.15 0.01 N/m 3 · ρg 2.8 N/(m ·W) 12 ns

Vg ω Q z ∇Fpth

P0
K 1

P0

Γeff

Γ

-10 V 2π· 7.7 MHz 150 100 nm −42 N/(m ·W) 0.50 N/m -5500 W−1

2 V 2π· 5.2 MHz 300 7 nm 2.3 N/(m ·W) 0.23 N/m 1000 W−1

Table 4.1: List of parameters used in calculations for Device 2, along with
the predictions for the slope of the lines in Fig. 4.4b,c.

Plugging in some numbers for Device 2 (with cp = 720 J/(kg · K) for graphite),

we have τ ≈ 12 ns. In principle, one could measure τ directly by observing the

optomechanical frequency and damping shift simultaneously (Eq. 4.1 and 4.2),

but the static tension change from heating makes this problematic.

Now, we can calculate how much we expect the damping to change with

laser power for the data in Fig. 4.4. The first step is to calculate the displacement

z by solving Eq. 2.6. Then, we use Eq. 4.10 to find how the photothermal spring

constant changes with laser power ∇Fpth

P0
. Finally, we use Eq. 4.2 with K = ρπR2ω2

to compute the predicted change in optomechanical damping with laser power

1
P0

Γeff

Γ
. The values used in these calculations and the results are listed in Table

4.1. The prediction for the slope of the line in Fig. 4.4b is -5500 W−1, while the

measured slope is about -2000 W−1. For Fig. 4.4c, the prediction is 1000 W−1 and

the measured slope is about 300 W−1. These numbers agree to within about a

factor of 3, and the signs agree as well. Furthermore, our photothermal coupling

at Vg = −10 V is about 10 times stronger than in the first cavity optomechanics

experiment, Ref. [41], which had ∇F
P ≈ 5.4 N/(m ·W).
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4.4 Prospects for Cooling to the Quantum Ground State

In this section, we briefly discuss the prospects for photothermal cooling a

graphene resonator to the quantum ground state. Looking back at Eq. 4.2,

the ideal optomechanical condition for maximizing the damping change with

laser power is ωτ = 1, which can be engineered through device geometry, since

ωτ ∼ R. There is an additional constraint ∇F < K, which is required to prevent

instability resulting from a negative effective spring constant in the equation of

motion.[44] With the maximum ∇F permitted, the minimum effective tempera-

ture that can be reached is:

Teff,min

T
=

1
1 + Q/2

(4.13)

The quantum ground state of a resonator is at Tq = ~ω/kB, where kB is Boltz-

mann’s constant. Starting at room temperature, optomechanical cooling of De-

vice 2 would get to Teff,min = 2 K, which is quite far from the ground state at Tq

= 0.2 mK. However, we would have a much better chance by starting at liquid

helium temperatures, since graphene resonators typically increase in frequency

and quality factor at low temperature. Applying Eq. 4.13 to a resonator from

Ref. [10] with ω = 2π · 75 MHz and Q = 9000 at T = 9 K gives Teff,min = 2 mK,

which is barely enough to reach the ground state at Tq = 3 mK.

That said, we must also calculate how much heating the laser would cause

in this situation. The additional change in temperature is normally accounted

for by adding it to the temperature of the thermal bath,[44] T → T + ∆T in Eq.

4.13. Combining the effects of optomechanical cooling (Eq. 4.10) and absorptive

heating (Eq. 4.8) gives:

Teff = T

 1 + A
8πκhT P0

1 +
4π2Q
λK

∂σpth

∂P zP0

 (4.14)
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assuming the membrane is positioned such that the optomechanical feedback is

maximized (∂P/∂z = 2πP0/λ and P = P0/2). Note that Eq. 4.14 is a monotonically

decreasing function of P0 as long as A
8πκhT < 4π2Q

λK
∂σpth

∂P z, which means increasing

the laser power will continue to cause a decrease in effective temperature until

the instability condition ∇F = K is met. Hence, the maximum laser power is

P0,max =
λK

8π2 ∂σpth

∂P z
(4.15)

The dimensions of the aforementioned device at low temperature are not

explicitly stated in Ref. [10], but we infer from their Figure 2 that it was probably

a 1×1 µm doubly-clamped beam. This would give a mechanical spring constant

K = ρLWω2 ≈ 0.5 N/m, assuming ρ = 3 · ρg. Using the force-distance curve for

a doubly clamped beam F = 8W
3

E
1−ν

z3

(L/2)3 and the parallel-plate capacitor force

F = ε0LW
2d2 V2

g at Vg = 100 V gives z = 40 nm. Plugging these numbers, along with

λ = 633 nm and ∂σpth

∂P = 2.8 N/(m ·W), into Eq. 4.15 gives P0,max = 50 mW. At

this laser power, the additional temperature from heating would be ∆T = 150

K, which would make Teff,min = 35 mK. This is about a factor of 10 away from

the ground state, and so heating from the laser is a non-trivial effect, but not a

disaster. (Note: a different conclusion is reached in Ref. [12] because a lower

spring constant K = 0.1 N/m is assumed.)

There are several ways to minimize laser heating while maintaining a large

optomechanical coupling, such as reducing the spring constant K, using a

shorter wavelength λ, or increasing the gate voltage. Another option would be

to put the membrane in a very high finesse cavity and utilize radiation pressure,

as we will see in the next section.
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4.5 Radiation Pressure Calculations for Graphene

While the optomechanics we have measured with graphene is almost certainly

photothermal, it is useful to predict the strength of radiation pressure coupling

for a graphene sheet and assess its potential for use in radiation pressure based

optomechanical experiments.

The simplest calculation is to estimate the force exerted on the membrane

by an incident plane wave via momentum transfer. The time averaged mo-

mentum density stored in a plane wave is p = I/c2, where I is the inten-

sity and c is the speed of light. If a single plane wave reflects and transmits

through the membrane, the momentum transferred per unit time is given by

pincident = pmembrane + ptransmitted − preflected. The radiation pressure Prad = pmembranec,

and so we have:

Prad =
I
c

(1 − T + R) =
I
c

(A + 2R)

where T , R, and A are again the transmittance, reflectance, and absorption of the

membrane. Note that while absorption is considered unfavorable for radiation

pressure optomechanics, this equation suggests that it plays just as big a role in

momentum transfer as the reflectance, for the same reason that a bullet hitting

a wooden cart would cause it to move. For graphene, A + 2R ≈ 0.023, while for

silicon nitride, A + 2R ≈ 0.22, and so graphene is only about a factor of 10 worse

in terms of the radiation pressure it feels from a single plane wave.

Using the transfer matrix machinery we built up in Chapter 3, we can calcu-

late exactly what the radiation pressure would be for a graphene sheet parallel

to a perfect conductor (see Sec. 3.3). First, we need to solve for the electric fields

of the right-moving and left-moving plane waves on either side of the mem-
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brane by building up the transfer matrix. For the right side, the equations are:E2+

E2−

 =

e
−ikd 0

0 eikd


 Econd

−Econd


and for the left side, they are:E1+

E1−

 =
1
2

2 + µ0cσ µ0cσ

−µ0cσ 2 − µ0cσ


e
−ikd 0

0 eikd


 Econd

−Econd


where k = 2π/λ is the wavenumber, d is the distance from the graphene to the

mirror, and σ is the optical conductivity of the graphene (µ0cσ = πα). The solu-

tions are: E2+

E2−

 = Econd

e−ikd

−eikd

 (4.16)

E1+

E1−

 = Econd

 cos(kd) − i(1 + µ0cσ) sin(kd)

− (cos(kd) + i(1 − µ0cσ) sin(kd))


The electric field at the surface of the conductor can be found by solving Eq.

3.14:

Econd =
E0

cos(kd) − i(1 + µ0cσ) sin(kd)
(4.17)

The energy flux density is given by the time averaged Poynting vector
〈
~S
〉

=

1
2µ0

Re(~E × ~B∗). Conservation of momentum requires that the initial energy flux

be equal to the final radiation pressure plus outgoing energy flux: S 1+ − S 2− =

cPrad + S 2+ − S 1−. Remembering that for plane waves B± = ±n
c E± and plugging

Eq. 4.17 into Eq. 4.16, we have:

Prad =
I0

c
(µ0cσ)2

(1 + µ0cσ)2 + cot2(kd)
≈

I0

c
(µ0cσ)2 sin2(kd) (4.18)

where I0 is the intensity of the incident light, and Prad is directed towards the

conductor (the +z direction). The approximation is the same as what one would
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get by adding together the momentum changes from a single wave bouncing off

the mirror and being absorbed twice. Interestingly, the radiation pressure goes

to zero when the membrane is at a node in the optical field. This makes sense

because the plane waves destructively interfere at that point and do not exert a

force on the membrane (at least classically).

Taking the gradient and multiplying by the area of the laser spot gives:

∇Frad =
P0

c
2π
λ

(µ0cσ)2 sin
(
4πd
λ

)
(4.19)

For comparison, the expression used by Metzger et al. for the maximum radi-

ation pressure in a Fabry-Perot cavity is ∇Frad,max = P0
c

4
λ

√
Rg2, where g2 = 4R

(1−R)2

is the coefficient of finesse, R =
√

R1R2, and R1 and R2 are the reflectivity of

each of the mirrors (see Fig. 4.1).[44] Using R1 = 1 and R2 = Rgraphene ≈
(πα)2

4

gives ∇Frad,max = P0
c

5.7
λ

(πα)3/2, which is reasonably close to Eq. 4.19. Furthermore,

plugging µ0cσ = πα and λ = 633 nm into Eq. 4.19, the maximum change in the

optomechanical spring constant with laser power is ∇Frad
P0

= 2 × 10−3 N/(m ·W).

Comparing this with the values in Table 4.1, radiation pressure coupling is

about 4 orders of magnitude weaker than photothermal coupling for this sys-

tem. Also, unlike photothermal forces, radiation pressure does not require or

scale with gate voltage, which further supports that the optomechanics we see

is photothermal.

One way to increase the radiation pressure is to put the graphene sheet in-

side a high-finesse cavity. This is known as a “membrane in the middle” setup,

and is depicted in Fig. 4.7.[51] It is straightforward to solve for the overall trans-
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x
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Figure 4.7: Schematic of a membrane-in-the-middle setup, reproduced
from Ref. [51]. A membrane is placed inside a high-finesse
optical cavity formed by two mirrors.

mittance of the cavity using the transfer matrix method: E0

rE0

 =
1
tm

 1 rm

rm 1


e
−ikd 0

0 eikd

 × (4.20)

×
1
2

2 + µ0cσ µ0cσ

−µ0cσ 2 − µ0cσ


e
−ik(L−d) 0

0 eik(L−d)

 1
tm

 1 −rm

−rm 1


tE0

0


where rm and tm are the reflection and transmission coefficients for the mirrors

(taken to be positive Real), L is the cavity length, and d is the distance between

the graphene membrane and the left mirror. The full solution is rather compli-

cated, but when the graphene absorption is set equal to zero, we get the stan-

dard expression for a Fabry-Perot cavity: T =
T 2

m
1+R2

m−2Rm cos(2kL) , where Tm = |tm|
2 and

Rm = |rm|
2 are the transmittance and reflectance of the mirror. The full solution

for the transmittance T as a function of cavity detuning kL is plotted in Fig. 4.8
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Figure 4.8: Calculated transmittance of a Fabry-Perot cavity with a con-
ducting membrane inside it, assuming Tm = 1 − Rm, Rm = 0.9
and µ0cσ = πα.

for different membrane positions. The main effect of membrane position in the

cavity is to reduce the height of the transmission peaks (and thus, the finesse).

The maximal peak height reduction occurs when the membrane is at an anti-

node in the electric field (i.e. when kd is a multiple of π). The membrane has no

effect on the cavity finesse when it is at a node.

We will now calculate the radiation pressure on the graphene membrane

when the cavity is on-resonance and the fields are the largest. Building up the

transfer matrices and using conservation of momentum in the same way as we
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Figure 4.9: Calculated radiation pressure on a conducting membrane in a
Fabry-Perot cavity on resonance.

did for Eq. 4.18 gives:

Prad =
I0

c
Tmµ0cσ (2 − Rm(2 − µ0cσ) + µ0cσ + 2rmµ0cσ cos(2kd))

(2 − Rm(2 − µ0cσ) + µ0cσ − 2rmµ0cσ cos(2kd))2 (4.21)

This equation is plotted in Fig. 4.9. The peaks and dips in radiation pressure

occur when the membrane is at a node and anti-node in the electric field, re-

spectively. This is the opposite of the result for graphene in a standing wave

(Eq. 4.19), but it makes sense because the membrane does not reduce the cavity

finesse when it is at a node.

Taking the gradient of Eq. 4.21 and multiplying by an area gives the radia-
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tion pressure spring constant:

∇Frad = −
P0

c
6π
λ

Tmrm

(1 − Rm)2 (µ0cσ)2 sin
(
4πd
λ

)
(4.22)

Plugging in µ0cσ = πα, Tm = 1 − Rm, Rm = 0.99, and λ = 633 nm, the maximum

change in the optomechanical spring constant is ∇Frad
P0

= 5×10−3 N/(m ·W), which

is comparable to what we calculated for graphene next to a perfect conductor.

Increasing the reflectance of the mirrors could be used to increase the radiation

pressure, similar to how applying a gate voltage can be used to increase pho-

tothermal forces. For comparison, the reflectance of the mirrors used in Ref. [51]

were about Rm = 0.9998.

To summarize, by applying the transfer matrix technique, we find that radi-

ation pressure is much weaker than photothermal forces for a graphene mem-

brane in an optical standing wave (by about 4 orders of magnitude). However,

the radiation pressure can be increased significantly by positioning the mem-

brane at a node inside a Fabry-Perot cavity, provided that the mirrors have a

sufficiently high reflectance.
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Chapter 5

Temperature Dependence of the Elastic
Properties of Suspended Graphene

This chapter is a copy of a manuscript in preparation to be published with the

same title, and is self contained.

5.1 Abstract

As an atomically thin membrane, the mechanical properties of graphene are

governed by large out-of-plane displacements. Rippling in graphene, either

static or dynamic, should have a strong influence on the elastic properties, such

as the 2D Young’s modulus. In this paper, we study how the Young’s modulus

of graphene changes as a function of temperature and load condition. To mea-

sure the modulus as a function of temperature, we employ an optical interfero-

metric technique to detect the static displacement of the membrane in a cryostat.

We find that the modulus at room temperature is about 50 N/m, which is sig-

nificantly softer than the theoretical value of 340 N/m for flat graphene, but it

increases to about 200 N/m at 78 K. We confirm that the modulus is soft at room

temperature using an AFM to measure displacement while the membrane is de-

formed by a gate voltage. Interestingly, we also find that AFM nano-indentation

measurements give a much stiffer modulus, suggesting that the value of 340

N/m is not appropriate for experiments involving a uniform load. Finally, we

discuss several theories that explain parts of our data, but ultimately our exper-

iment raises more questions than it answers. The increasing modulus and initial
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tension with decreasing temperature, and the discrepancy in the modulus mea-

sured using point and uniform loads, remain unsolved mysteries in graphene

mechanics.

5.2 Introduction

In the 1930’s, Landau and Peierls argued that two-dimensional crystals were

thermodynamically unstable and could not exist outside of larger three-

dimensional structures.[52] Since then, theorists have argued that a 2D crystal

membrane can in fact be stabilized by crumpling out-of-plane to suppress ther-

mal vibrations.[53] Indeed, static and thermal ripples have been measured in

graphene using a variety of techniques.[28, 54, 55] These ripples should have

a profound impact on the macroscopic elastic properties of graphene, and it

remains a challenge to accurately interpret mechanical measurements of this

unusual material.

Understanding the mechanical properties of graphene is important because

it is a promising material for nano-electromechanical systems (NEMS), such as

mechanical resonators.[8] Advantages include electrical conductivity, low mass,

and high mechanical strength.[14] Several potential applications of graphene

resonators have been demonstrated, such as mass and force sensing,[9] optome-

chanics,[12] and tunable radio frequency (RF) electronics.[56] One key property

that determines graphene resonator behavior is the 2D Young’s modulus. The

most commonly used value of 340 N/m comes from atomic force microscopy

(AFM) nano-indentation experiments,[57, 58] but there are other similar mea-

surements that disagree, giving values such as 55 N/m[59] and 170 N/m.[60]
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For a recent review of Young’s modulus measurements in 2D materials, see Ref.

[61]. Typical graphene resonator experiments involve applying a uniform force

to the graphene membrane via a gate voltage (Fig. 5.1a), which results in a

uniformly strained, parabolic shape.[62, 25] However, the same amount of force

applied to a single point, as in AFM nano-indentation, creates high non-uniform

strains. One would expect that ripples in graphene would make it a nonlinear

elastic material, and measurements of the modulus using different load condi-

tions might give different results.

In this paper, we develop an optical technique for sensing the position of a

graphene membrane while it is being deformed by a gate voltage in the typical

resonator geometry. We use this technique to obtain force-distance curves and

find that the data is well fit by a model with linear and cubic terms (F = c1z +

c3z3). By interpreting the coefficient of the cubic term in the context of standard

membrane theory,[62, 29] we get a measure of the 2D Young’s modulus in the

low strain regime. We find that the modulus is softer than expected at room

temperature, but it stiffens significantly as temperature decreases, approaching

the theoretical value of 340 N/m. Finally, we confirm with AFM measurements

that the graphene has a soft modulus at room temperature when it is deformed

by a gate voltage, and that nano-indentation on the same device gives a higher

value.

5.3 Experimental Setup

Figure 5.1 shows schematics of the device geometries and experimental setups.

The devices consist of an electrically contacted, fully clamped, circular sheet of
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Figure 5.1: Devices and experimental setup. A laser shines onto the sam-
ple and the intensity of the reflected light is measured by a
photodiode. (a) 3D schematic of a graphene resonator inte-
grated with local electrodes on a substrate, similar to the de-
vice shown in (c). (b) Scanning electron micrograph (SEM) of a
through-hole graphene drum and a schematic of the moving-
mirror setup. A global gate voltage is applied to the mirror,
while the sample is grounded. This setup allows for indepen-
dently varying the distance between the graphene resonator
and the back plane. (c) SEM and schematic of an electrically
integrated graphene resonator. The close proximity between
the gate and graphene allow higher electrostatic forces to be
applied. Scale bars in (b) and (c) are each 10 µm.

graphene suspended above a parallel metal electrode (i.e. the “gate”), which is

used to apply a uniform pressure-like electrostatic force (Fig. 5.1a). The devices

are made by transferring single-layer graphene grown by chemical vapor depo-

sition (CVD) onto pre-fabricated substrates, using standard procedures.[18] For

this experiment, we use two different types of substrates: a 60 µm thick silicon

film with holes etched all the way through for making “through-hole” devices
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(Fig. 5.1b), and a trench etched in silicon dioxide with local source, drain, and

gate electrodes for making “integrated” devices (Fig. 5.1c).[12] One advantage

of the through-hole device design is that very large graphene drums can be sus-

pended, which is important for resonator applications, since the quality factor

(Q) increases linearly with diameter.[11]

Our experimental setup is similar to the original graphene resonator ex-

periment described in Bunch et al., which detects the motion of the graphene

through optical interference.[8] The devices are mounted inside a vacuum

chamber where the pressure is less than 10−6 Torr. A laser shines onto the de-

vice and the reflected light is redirected to a photodiode, whose DC and AC

voltages are measured by a multimeter and network analyzer, respectively. Mo-

tion of the graphene is driven capacitively by applying a gate voltage. In the

past, changes in the reflectance had been used to detect small displacements at

high speed,[8] but here we show how it can also be used to accurately measure

static deflections of the membrane. Compared to displacement measurements

done by scanning electron microscopy (SEM),[63] this technique has higher res-

olution.

5.4 Demonstration of Position Sensing Technique with the

Moving Mirror

When the laser reflects off the surface behind the graphene, it sets up a stand-

ing wave in the optical field, and the graphene can be approximated as an in-

finitely thin absorbing interface.[12] This is a safe assumption because a single

layer of graphene absorbs about 2.3% of incoming light intensity, but it reflects
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Figure 5.2: Data from a 41 µm diameter through-hole graphene device
in the moving-mirror setup. (a) Normalized intensity of the
reflected light as a function of mirror position, obtained by
measuring the DC voltage from the photodiode. The gap dis-
tance when zero voltage is applied to the mirror piezo is about
10 µm. (b) Total reflectance measured during a gate voltage
sweep (blue triangles), and the same data converted to dis-
placement versus gate voltage (green circles), using the change
in reflectance during a piezo scan as a calibration. (c) Force-
distance curve calculated from the gate voltage, assuming a
parallel plate capacitor force. A linear fit to the data gives an
initial tension σ0 = 0.035 N/m.
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only about 0.013%.[35] The intensity of the electric field as a function of distance

away from the reflecting back plane is I(z) = 4I0 sin2(2πz/λ), where I0 and λ are

the intensity and wavelength of the incident light. Hence, the overall reflectance

as a function of graphene position is given by R(z) = 1 − 0.092 sin2(2πz/λ), which

varies by 9.2%. This reflectance change with graphene position can be measured

directly, using the through-hole devices, which are mounted in a custom-built

setup with the graphene parallel to a dielectric mirror attached to a piezo actu-

ator (Fig. 5.1b).[13] By applying a voltage to the piezo, the distance between the

graphene and the back plane can be varied. Figure 5.2a shows the measured

reflectance as a function of mirror piezo position. The data follows a sinusoidal

pattern, which is consistent with our approximation of the graphene being an

absorber in an optical standing wave. The amplitude is about 10%, which is

slightly larger than the expected 9.2%, and we attribute the difference to other

sources of loss, such as bilayer graphene patches and absorption in the mirror.

Converting from reflectance to displacement is straightforward, considering

that the wavelength of the reflectance oscillations is half the wavelength of our

laser (633 nm). If the maximum and minimum reflectance is known, then the

displacement can be calculated by taking the inverse sine. For the data in Fig.

5.2b, the distance between the graphene and the mirror is fixed, but the gate

voltage is varied. Using the maximum and minimum reflectance obtained from

a prior mirror piezo scan, the reflectance (blue triangles) is converted into dis-

placement (green circles). Assuming a parallel plate capacitor force F = 1
2

dC
dz V2

g ,

where C is the capacitance and Vg is the gate voltage, the data in Fig. 5.2b can

be plotted as force versus displacement (Fig. 5.2c). For a clamped circular mem-

brane under uniform load, the force-distance curve has a linear term that is

related to the initial tension σ0,[64] and a cubic term that is related to the 2D
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Young’s modulus E:[29]

F = 4πσ0z + π
E
g3

z3

R2 (5.1)

where g = 0.72 − 0.17ν − 0.15ν2 = 0.69 and ν = 0.15 is the Poisson ratio for

graphene.[27] The data in Fig. 5.2c is linear because the force is not large enough

to resolve the cubic term. A linear fit gives an initial tension of σ0 = 0.035

N/m, which is in agreement with previous resonance-based measurements of

suspended graphene.[9]

5.5 Temperature-Dependent Force-Distance Curves

In order to access the cubic term of Eq. 5.1, and hence the Young’s modulus,

we need to be able to apply higher forces, which is possible with the integrated

devices (Fig. 5.1c). Even though these devices have a fixed distance between the

graphene and the back plane, the distance is smaller than what can be achieved

with the through-hole devices and movable mirror setup. We also have the

ability to put these devices in a cryostat and cool down to low temperature.

Figure 5.3 shows the force-distance curves taken at two different temperatures.

The data is well fit by Eq. 5.1, with the cubic dependence at high gate voltage

very clear on a log-log scale (Fig. 5.3 Inset). The Young’s modulus at room

temperature is about 51 N/m and increases to about 200 N/m at 78 K.

The temperature dependence of the modulus is plotted in Fig. 5.4a for two

different cool-down runs on two different devices. The modulus clearly in-

creases with decreasing temperature. Data below 78 K is not presented because

our measurement technique requires the graphene membrane to be pulled at

least 160 nm in order to see a maximum and minimum in reflectance and prop-
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Figure 5.3: Data from a 12 µm diameter electrically integrated graphene
device at two different temperatures. Force-distance curves are
obtained by converting the change in reflectance to a displace-
ment. The solid lines are fits of Eq. 5.1 to the data, which are
performed using nonlinear least squares with displacement as
the dependent variable. The 2D Young’s modulus from each fit
is 51 N/m at 297 K and 200 N/m at 78 K. Inset: The same data
plotted on a log-log scale, illustrating that the force-distance
curve is strongly cubic at high gate voltage.
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Figure 5.4: The Young’s modulus (a) and initial tension (b) as a function
of temperature for two different cool-down runs on two differ-
ent devices. These parameters are inferred from force-distance
curves like those shown in Fig. 5.3. The dashed black line in
(a) is a fit to the Device 1 data of the form E(T ) = E0/(1 + αT ),
where E0 = 340 N/m and α = 0.016 K−1.

erly convert to displacement, and we found the graphene to be too stiff at tem-

peratures below 78 K to be able to do this within a reasonable range of gate volt-

ages. However, we can see that the modulus continues to increase, even at the

lowest temperatures where the deflection can be measured. Figure 5.3b shows

the initial tension calculated from the linear term in Eq. 5.1. In general, we find

that the initial tension is often time-dependent, with sudden jumps triggered by

changes in temperature or gate voltage. Device 1 does not show a correlation

between the modulus and initial tension, but for Device 2, the initial tension

increases along with the modulus as temperature decreases.
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5.6 AFM Measurements at Room Temperature

As an additional check that our optical measurements are giving the correct

modulus at room temperature, we performed AFM measurements on similar

devices. For the data presented in Fig. 5.5, we use an AFM tip to measure

displacements and compare the elastic response of the membrane under point

and uniform loads. Figure 5.5a shows a 3D plot of AFM height data from a

typical graphene device experiencing a uniform force from a gate voltage. In

Fig. 5.5b, line scans are taken across the center of a device with a 2.2 µm radius

as the gate voltage is being stepped from 0 V to 70 V. The shape is roughly

parabolic, as expected for a tensioned membrane under uniform load.[62, 25]

Taking a vertical cut through the center of the data from Fig. 5.5b gives the

force-distance curve plotted in Fig. 5.5c. Fitting Eq. 5.1 to the data gives σ0 =

0.063 N/m and E = 32 N/m, which is in reasonable agreement with our optical

measurements.

Instead of using a gate voltage to apply a uniform force, the AFM tip it-

self can be used to apply a point force (i.e. nano-indentation). As the AFM tip

presses into a sample, the tip deflection can be measured and converted into a

force if the deflection sensitivity and cantilever spring constant are known.[65]

Performing a nano-indentation measurement on the same device from Fig.

5.5b,c gives the force-distance curve in Fig. 5.5d. This data set is also well fit

by linear and cubic terms. The theoretical force-distance curve for a tensioned

membrane under point load is given by:[29, 64]

F = πσ0z +
E
f 3

z3

R2 (5.2)

where f = 1.05 − 0.15ν − 0.16ν2 = 1.02. A fit to the data gives σ0 = 0.039 N/m

and E = 220 N/m.
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Figure 5.5: AFM measurements on graphene devices. (a) 3D reconstruc-
tion of AFM height image data for a typical graphene device
experiencing a uniform force from a gate voltage. (b) Line cuts
across the center of a 4.5 µm device showing how the profile
changes as the gate voltage is varied. (c) Force-distance curve
from a vertical line cut of the data in (b), calculated assuming
the force from a parallel plate capacitor model. The black line is
a fit of Eq. 5.1 to the data. (d) Force-distance curve from push-
ing with the AFM tip in the center of the same device. The
black line is a fit of Eq. 5.2 to the data.
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It is interesting that the two different load cases give similar values for the

initial tension, but very different values for the Young’s modulus. The point

load case differs from the uniform load case in that the membrane has high non-

uniform strain. Thus, the discrepancy might be explained in the context of non-

linear elasticity, where the modulus depends on strain. This discrepancy also

has broader implications for graphene mechanics experiments. For example,

many resonator and mass sensing experiments assume the modulus is equal to

the value for flat graphene (340 N/m), even though the force is uniformly ap-

plied.[9] We suggest that future graphene mechanics experiments measure the

Young’s modulus using relevant load conditions whenever possible, rather than

simply assuming the value obtained from nano-indentation.

5.7 Discussion of Potential Candidates for Temperature De-

pendence

Interpreting the temperature dependence of the modulus is challenging, and

our experiment raises more questions than it answers. Qualitatively, the data

in Fig. 5.4 is consistent with entropic theories for fluctuating membranes.[53]

As temperature increases, thermally induced out-of-plane ripples cause the in-

plane stretching modulus to soften, similar to what has been observed in lipid

membranes.[66] Recent molecular dynamics (MD) simulations on graphene

have also shown that the modulus should decrease with temperature,[67] how-

ever, the decrease in our modulus data is much more pronounced. For a quan-

titative comparison, we start with an expression for the renormalized modulus
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of a membrane with a thermodynamic distribution of ripples:[66, 67, 68]

E(σ,T ) =
E0

1 + E0kBT
16πκ(κq2

min+σ)
(5.3)

where E0 is the modulus at zero temperature, kB is the Boltzmann constant, T

is the temperature, κ is the bending stiffness, qmin = 2π/Lmax is the wavenumber

corresponding to the long-wavelength ripple cutoff, andσ is the tension. In gen-

eral, Eq. 5.3 describes a nonlinear elastic material, but it has two linear limits:

when σ � κq2
min, E ≈ 16πκ2q2

min/kBT , and when σ � E0kBT/16πκ, E ≈ E0. The for-

mer corresponds to a bending-dominated membrane and the latter corresponds

to the ripples being completely pulled out by tension. In between, the modulus

scales linearly with tension, E ≈ 16πκσ/kBT , which would result in an exponen-

tial stress-strain relationship (assuming E = ∂σ/∂ε). Plugging in the theoretical

bending stiffness of graphene κ = 1.5 eV[27] and using the device radius as the

long-wavelength ripple cutoff Lmax = 6.2 µm gives κq2
min ≈ 2.5 × 10−7 N/m, and

at room temperature E0kBT/16πκ ≈ 0.12 N/m. In our experiment, we apply ten-

sions in the range of 0.004 N/m to 0.5 N/m, and so we should either be in the

nonlinear intermediate regime or the tension-dominated regime. Surprisingly,

however, our force-distance curves are strongly cubic at all temperatures and

have a linear modulus that is much lower than E0 = 340 N/m. Nevertheless, Eq.

5.3 justifies an empirical model of the form E(T ) = E0/(1+αT ). We fit this model

to the data for Device 1, fixing E0 = 340 N/m, and we get α = 0.016K−1.

The incompatibility of the simplest rippled membrane model with our data

suggests that something else must be the dominant mechanism for softening

the modulus. The following is a list of potential candidates that we have con-

sidered.

1) Shortened long-wavelength cutoff
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One possibility is that the tension is actually in the bending-dominated

regime. In order for this to be true, the long-wavelength cutoff Lmax would

need to be small enough such that σ < κq2
min for the range of data taken.

In that case, the experimentally determined parameter α = E0kB/16πκ2q2
min.

Solving these two equations gives Lmax < 1 nm and κ < 0.07 eV, which are

both unphysically small.

2) Static ripples

Static ripples are typically treated the same as thermal ripples, except with

kBT/2 replaced by the constant ripple energy U, which is proportional to

the mean square ripple height
〈
h2

〉
(this assumes a thermodynamic dis-

tribution for the static ripple wavelengths).[69] If, for example, the static

ripple height is larger than the thermal ripple height by a factor of 4,

then E0kBT/16πκ ≈ 1.9 N/m, and the tension in our experiment would

be solidly in the nonlinear intermediate regime. However, as we men-

tioned earlier in this section, the force-distance data is strongly cubic and

not consistent with an exponential stress-strain relationship.

3) Mass adsorption

It is commonly known in cryogenic vacuum physics that mass can be

“cryo pumped” onto the surfaces of a vacuum chamber. The area cov-

erage of a surface by water, nitrogen, or other molecules is a balance be-

tween adsorption and desorption rates, and can be a continuous, repeat-

able function of temperature.[70] If just a single monolayer is adsorbed

onto each side of the graphene membrane at low temperature, it would

increase the effective thickness by a factor of 3. This would probably affect

the bending stiffness, but not the Young’s modulus, since the adsorbates

might influence local bending, but do not form strong chemical bonds.
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4) Mass adsorption + shortened long-wavelength cutoff

From plate theory, we know that κ ∼ t3, where t is the thickness of the

plate.[24] If the thickness increases by a factor of 3 from adsorbed mass,

then κ increases by a factor of 27. Repeating the analysis from Item 1 with

κ → 27 · κ, we now have Lmax < 5 nm and κ < 2 eV, which are quite

reasonable. More work must be done to develop a precise model for how

adsorbates in a typical vacuum system might affect a rippled graphene

membrane as a function of temperature.

5) Continuous layer of residual PMMA

Residual traces of PMMA, the polymer used to transfer CVD graphene

onto a substrate, is always a concern. Suppose the PMMA forms a con-

tinuous, uniform layer a few 10’s of nm thick and the graphene under-

neath is wrinkled, such that the modulus of the material is determined

by the PMMA. The 3D Young’s modulus of PMMA films is about 3 GPa,

and it decreases as films get thinner.[71] In order to have the same 2D

Young’s modulus that we measure for graphene at room temperature (50

N/m), the PMMA would have to be 16 nm thick, which is not beyond the

realm of possibility. While the temperature dependence of the modulus

of PMMA films below room temperature has not been thoroughly mea-

sured, some theoretical results predict that it could increase by a factor of

4, which would be consistent with our data.[72]

Another mystery is that the initial tension tends to increase with decreas-

ing temperature (Fig. 5.4b), especially in Device 2. Our analysis up until this

point has ignored the boundary conditions of the membrane, which are what

determine the initial tension. The thermal expansion coefficient of graphene

is negative from thermal rippling arguments.[49] Hence, decreasing the tem-
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perature should cause the graphene to expand, and if the boundary is firmly

clamped, then the membrane tension should decrease. However, previous res-

onator experiments have seen the opposite trend, which they attribute to the

thermal contraction of suspended gold electrodes.[9, 23] We have also observed

increasing initial tension with decreasing temperature, but our devices have no

suspended metal. One possible explanation is that when the graphene expands,

some of the extra length change goes into adhesion to the side walls.[73] An-

other explanation is that these membranes actually have initial slack instead of

tension. Indeed, carbon nanotube resonators have been known to have a fi-

nite frequency at low electrostatic forces whether they have slack or tension.[21,

74] Theoretically, initial slack should introduce linear and quadratic terms to

the force-distance curve, due to the geometry of the membrane having an ini-

tial displacement. While increasing slack with decreasing temperature would

be consistent with the negative thermal expansion coefficient of graphene, our

data is not sufficient to conclusively support the slack model over the tension

model.

5.8 Conclusion

As a rippled membrane, graphene has very unusual elastic properties, and

mechanical measurements are challenging to interpret. This work highlights

two additional pieces to the puzzle: the strong temperature dependence of the

Young’s modulus, and the nonlinear elastic response with different load con-

ditions. We have demonstrated an optical technique for detecting the static

displacement of a graphene membrane, and have used it to measure force-

distance curves as a function of temperature. We find that the Young’s mod-
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ulus is softer at room temperature than at low temperature, and we have used

AFM to confirm the room temperature measurement. Interestingly, we find that

force-distance curves measured by AFM give different results for point and uni-

form loads on the same membrane, which suggests that the commonly used 340

N/m is not appropriate for the analysis of graphene under electrostatic force.[9]

Although our results suggest that rippling in graphene plays a role in determin-

ing its macroscopic properties, it is challenging to produce a definitive quanti-

tative analytic theory that explains our results. A successful theory may need

to take multiple factors into account, including initial tension or slack in the

membrane, mass adsorption onto the surface, temperature-dependent bending

stiffness,[75] thermal expansion,[49, 23] and adhesion to the sidewalls.[73] Fur-

thermore, a complete understanding of these factors may provide insight into

the origin of the unusual temperature behavior seen in the frequency and qual-

ity factor of graphene resonators.[10]
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Chapter 6

Conclusions and Future Experiments

In Chapter 2, we reviewed and expanded the standard techniques for modeling

graphene mechanically. Initial tension, initial slack, and capacitive softening

were each considered. We also showed how to set up a finite element model

simulation of a graphene membrane being pulled by a gate voltage, and dis-

covered that adding a tension modulation term to the resonance frequency is an

easy way to help make the analytic solution more accurate.

In Chapter 3, we presented the transfer matrix technique for solving

Maxwell’s equations in a stack of thin films, and showed that it is better to

model graphene as a conducting interface than as a thin dielectric. The re-

flectance of a graphene sheet parallel to a mirror was calculated, and the “ab-

sorber in a standing wave” approximation was found to be accurate. We also

considered the effect of a finite laser spot size on the reflectance.

In Chapter 4, we summarized the first graphene optomechanics experiment

and presented the theory behind the photothermal spring constant for this sys-

tem. Both self-oscillation and cooling were demonstrated, and we were able to

predict the photothermal coupling strength to within an order of magnitude.

In addition, we calculated that getting to the quantum ground state using op-

tomechanics would be difficult, but might be possible with a sufficiently high

stretching force (for photothermal) or membrane-in-the-middle experiment (for

radiation pressure).

Finally, in Chapter 5, we developed an optical technique for sensing the static

deflection of a graphene membrane and used it to measure the temperature de-
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pendence of the Young’s modulus for the first time. The modulus was softer

at room temperature than the theoretically accepted value, but increased sig-

nificantly with decreasing temperature. We confirmed the room temperature

modulus using an AFM to measure displacement while pulling on the mem-

brane with a gate voltage, but we found that nano-indentation gave a stiffer

result.

6.1 Outlook

Despite not being able to beat silicon as a material for making electronics,

graphene has many unique properties and its revolutionary application may

come from something unexpected. At first glance, graphene might not seem ap-

propriate for cavity optomechanics, given that the scientific field is dominated

by high reflectance materials and radiation pressure. However, graphene’s

high absorption actually gives it an advantage for photothermal-based op-

tomechanics, and its high mechanical strength means that a high symmetry-

breaking force could be applied, which would increase the photothermal cou-

pling. Indeed, graphene optomechanics is a growing field, as coupling between

a graphene resonator and a superconducting microwave cavity has already been

achieved.[76, 77]

Although our calculations in Chapter 4 for cooling to the quantum ground

state were not super optimistic, it would still be interesting to investigate

graphene optomechanics at low temperature. The increase in quality factor

would improve the photothermal coupling, and other properties like the ther-

mal conductivity and time constant τ might change with temperature. It would
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also be interesting to study optomechanics in other 2D materials, such as boron

nitride or molybdenum disulfide, which would be less absorptive and more sus-

ceptible to radiation pressure. In addition, self-oscillation is an interesting phe-

nomenon that could be investigated further. It is caused by a negative damping

term in the linear differential equation of motion, which leads to an exponen-

tially increasing amplitude in time. Hence, self-oscillation is a good way to

study nonlinearity in graphene resonators. For more optomechanics experiment

ideas, see Ref. [17].

The mysterious temperature dependence of the tension in suspended

graphene is a complex and difficult problem to solve. The experiment presented

in Chapter 5 improves on previous resonance-based measurements[9, 23] by

eliminating the mass as a free parameter. However, there are several limitations

that prevent us from getting cleaner, more convincing data. One issue is that

the membrane must be pulled through a maximum and minimum in the opti-

cal field, which requires high gate voltages at very low temperatures (when the

membrane becomes very stiff), risking a slip or other irreversible transition. Per-

haps the biggest issue is that everything in the vacuum chamber moves around

when the temperature changes, and it is difficult to make sure the laser is fo-

cused on exactly the same spot for every measurement. Improving the optics

and reducing the laser spot size might help with this problem. If one has ac-

cess to a low temperature AFM, then it would definitely be worthwhile to get

force-distance curves versus temperature without any optics.

As far as the theory is concerned, the simplest fluctuating membrane model

does not explain the data. Our force-distance curves are consistent with a lin-

ear Young’s modulus that changes with temperature, but the ripply membrane
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theory has only two linear regimes: the bending-dominated regime at low ten-

sion and the bare modulus at high tension. The latter would not change with

temperature and the former seems unlikely. In between there is an exponential

stress-strain relationship, which is also not consistent with our data.

Our experiment raises more questions than it answers, which is always

an exciting time for science. Contamination is a ubiquitous problem in

nanoscience, and as a one-atom-thick membrane, graphene probably has com-

plex interactions with “dirt.” The graphene might shrink-wrap and peel off of

the dirt particles, or the dirt might form a thin continuous layer that affects the

elastic properties of the graphene. Getting clean graphene is the subject of many

papers (e.g. Ref. [78, 79]), and a noble pursuit. Even a layer of water molecules

or other adsorbates from being exposed to air might affect the mechanical be-

havior of graphene. Exfoliating graphene directly onto pre-patterned trenches

would produce the cleanest samples, as well as current or laser annealing at low

temperature. To the best of our knowledge, the temperature dependence of res-

onators made from exfoliated graphene that has not seen any photoresist (like

those from Ref. [8]) has not been reported.

The jury might still be out on how graphene and other 2D materials will

integrate into society, but the uniqueness of these materials is undeniable, and

we are confident that interesting applications will be found in the near future.
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K. C. Schwab, D. Bäuerle, M. Aspelmeyer, and A. Zeilinger, “Self-cooling

of a micromirror by radiation pressure,” Nature, vol. 444, no. 7115, pp. 67–

70, Nov. 2, 2006.

[43] O. Arcizet, P.-F. Cohadon, T. Briant, M. Pinard, and A. Heidmann,

“Radiation-pressure cooling and optomechanical instability of a mi-

cromirror,” Nature, vol. 444, no. 7115, pp. 71–74, Nov. 2, 2006.

[44] C. Metzger, I. Favero, A. Ortlieb, and K. Karrai, “Optical self cooling of

a deformable fabry-perot cavity in the classical limit,” Physical Review B,

vol. 78, no. 3, p. 035 309, Jul. 9, 2008.

[45] C. K. Law, “Interaction between a moving mirror and radiation pressure:

a hamiltonian formulation,” Physical Review A, vol. 51, no. 3, pp. 2537–

2541, Mar. 1, 1995.

[46] S. De Liberato, N. Lambert, and F. Nori, “Quantum noise in photothermal

cooling,” Physical Review A, vol. 83, no. 3, p. 033 809, Mar. 8, 2011.

[47] J. Restrepo, J. Gabelli, C. Ciuti, and I. Favero, “Classical and quantum the-

ory of photothermal cavity cooling of a mechanical oscillator,” Comptes

Rendus Physique, vol. 12, no. 9, pp. 860–870, Dec. 2011.

[48] J. Chan, T. P. M. Alegre, A. H. Safavi-Naeini, J. T. Hill, A. Krause, S.
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