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VALLEYTRONICS

The valley Hall effect in
MoS2 transistors
K. F. Mak,1,2* K. L. McGill,2 J. Park,1,3 P. L. McEuen1,2*

Electrons in two-dimensional crystals with a honeycomb lattice structure possess a valley
degree of freedom (DOF) in addition to charge and spin. These systems are predicted to
exhibit an anomalous Hall effect whose sign depends on the valley index. Here, we report
the observation of this so-called valley Hall effect (VHE). Monolayer MoS2 transistors are
illuminated with circularly polarized light, which preferentially excites electrons into a
specific valley, causing a finite anomalous Hall voltage whose sign is controlled by the
helicity of the light. No anomalous Hall effect is observed in bilayer devices, which have
crystal inversion symmetry. Our observation of the VHE opens up new possibilities for
using the valley DOF as an information carrier in next-generation electronics and
optoelectronics.

T
he charge and spin degrees of freedom
(DOF) of electrons are at the heart of mod-
ern electronics. They form the basis for a
wide range of applications, such as tran-
sistors, photodetectors, andmagneticmem-

ory devices. Electrons in two-dimensional (2D)
crystals that have a honeycomb lattice structure
possess an extra valley DOF (1) in addition to
charge and spin. This new DOF has the potential
to be used as an information carrier in next-
generation electronics (2–6) and optoelectronics
(7). Valley-dependent electronics and optoelec-
tronics based on semimetallic graphene, a rep-
resentative 2D crystal, have been theoretically
proposed (2–5), but the presence of inversion
symmetry in the crystal structure of pristine

graphene makes both optical and electrical con-
trol of the valley DOF difficult.
In contrast, monolayer molybdenum disulfide

(MoS2), a 2D direct band gap semiconductor
(8, 9) that possesses a staggered honeycomb
lattice structure, is inversion asymmetric. Its fun-
damental direct energy gaps are located at the K
and K′ valleys of the Brillouin zone (Fig. 1A).
Because of the broken inversion symmetry in its
crystal structure, electrons in the two valleys ex-
perience effective magnetic fields [proportional
to the Berry curvature, W

⇀
(4)] with equal mag-

nitudes but opposite signs (Fig. 1A). Such a mag-
netic field not only defines the optical selection
rules (6) that allow optical pumping of valley-
polarized carriers by circularly polarized photons
(10–14), it also generates an anomalous velocity
for the charge carriers (6, 15). Namely, when the
semiconductor channel is biased, electrons from
different valleys experience opposite Lorentz-like
forces and so move in opposite directions per-
pendicular to the drift current, which is a phe-
nomenon called the valley Hall effect (VHE)
(4–6, 16). The VHE originates from the coupling

of the valley DOF to the orbital motion of the
electrons (4, 10). This is closely analogous to the
spin Hall effect (SHE) (17–21) with the spin-
polarized electrons replaced by valley-polarized
carriers.
Under time-reversal symmetry, equal amounts

of Hall current from each valley flow in opposite
directions so that no net Hall voltage is produced.
To measure the valley Hall effect, we explicitly
break time-reversal symmetry by shining circularly
polarized light onto a Hall bar device (Fig. 1B). A
population imbalance between the two valleys (a
valley polarization) is thus created. Under a finite
bias, both photoconduction (associated with the
normal drift current of the photoexcited charge
carriers) and a net transverse Hall voltage (asso-
ciated with the VHE) should occur (5, 6). The
presence of a photoinduced anomalous Hall
effect (AHE) driven by a net valley polarization
is the experimental manifestation of the VHE in
monolayer MoS2.
The magnitude of the AHE is determined by

an anomalous Hall conductivity sH. Including
both the intrinsic Berry curvature effect and the
extrinsic side-jump scattering contribution (22),
(4) predicts the following expression for sH

sH≈−
ℏ2pDnv

2meEg

e2

h
ð1Þ

[A derivation is provided in (23), section 2.1]. The
anomalous Hall conductivity sH is linear in nv ≡
nK – nK′, the photoexcited carrier density im-
balance between the K (nK) and K′ (nK′) valleys,
and is dependent only on the intrinsic band
parameters under the assumption of no inter-
valley scattering (4, 24). Here, e is elementary
charge, h is Planck’s constant, is h divided by
2p, me ≈ 0.4m0 is the electron band mass (m0 is
the free electronmass) (25), and Eg ≈ 1.9 eV is the
band gap ofmonolayerMoS2 (8). Equation 1 thus
allows for a quantitative comparison between
experiment and theory.We only need to consider
the density of the majority carriers, which are
electrons in our devices.
An optical image of one of the MoS2 Hall bar

devices (labeled asM1) that we have investigated
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in this study is shown in Fig. 1. A bias voltage (Vx)
is applied along the short channel, and the lon-
gitudinal current (Ix) is measured. The Hall volt-
age (VH, the voltage difference between contacts
A and B) is simultaneously measured, and a back
gate voltage (Vg) is applied to the silicon sub-
strate in order to continuously vary the channel
doping level. The Vg-dependence of the conduc-
tivity of device M1 (sxx) extracted from two- and
four-point measurements is shown in Fig. 1C.
Unless otherwise indicated, all measurements
were performed on monolayer MoS2 at 77 K (ex-
perimental details are provided in (23), sections
1.1 and 1.2). The usual n-type field effect tran-
sistor behavior is seen (26). We also see that the
two-point (measured at Vx = 0.5 V under the ge-
ometry shown in Fig. 1B) and four-point [mea-
sured by swapping the drain and the B contacts
in Fig. 1B, and taking into account a geometric
factor of ln2/p (27)] conductivities are similar in
magnitude, indicating near-ohmic contacts in our
device (28). Although the Ix-Vx characteristic shows
the presence of Schottky barriers at small bias
(Fig. 1C, inset), it has little influence on our mea-
surements at high bias. A four-point carrier mo-
bility of 98 cm2 V−1 s−1 and two-point carrier
mobility of 61 cm2 V−1 s−1 are extracted at high
Vg, where the sxx-Vg dependence becomes linear
[(23), section 2.2].
In Fig. 1D, we examine the photoresponse of

our device; this allows us to identify the appro-
priate photon energy (E) for efficient injection
of valley-polarized carriers (11, 29). Shown in the
inset is the photocurrent DIx as a function of Vx

(at Vg = 0 V) under different laser excitation in-

tensities P; the data were taken with a focused
laser beam (centered at 1.9 eV) located at the
center of the device. Similar to the effect of elec-
trical gating (Fig. 1C, inset), the effect of incident
photons is to increase the channel conductivity
sxx, which indicates that photoconduction is the
main mechanism driving the photoresponse in
our device (30); photocurrent generation under
zero bias is negligible [(23), section 2.3]. The change
in conductivity with and without laser illumina-
tion Dsxx ≡ sxx,light – sxx,dark as a function of
incident photon energies E (Fig. 1D) clearly shows
the A (at E ≈ 1.9 eV) and B (at E ≈ 2.1 eV) res-
onances of monolayer MoS2 (8).
By parking the laser spot at the center of the

device, we studied the Hall response under on-
resonance excitation (centered at E ≈ 1.9 eV). To
enhance our detection sensitivity, we modulated
the polarization state of the incident light at
50 kHz by use of a photoelastic modulator and
measured the anomalous Hall voltage VH with a
lock-in amplifier [(23), section 1.2]. Under quarter-
wave modulation (Dl = 1/4), the degree of exci-
tation ellipticity can be continuously varied by
changing q, the angle of incidence of the linearly
polarized light with respect to the fast axis of the
modulator. On the other hand, half-wave modu-
lation (Dl = 1/2) allows us to modulate linear
excitations between –q and q at 100 kHz, which
is twice the fundamental frequency. To indicate
the special case of quarter-wavemodulationwith
q = 45°, in which the polarization is modulated
from right- to left- handed, or q =–45°, in which
the polarization is modulated from left- to right-
handed, we use the notations R-L and L-R below,

respectively. All of the observations made below
have been repeated on multiple devices [six de-
vices for monolayers and two devices for bilayers
(figs. S3 to S8 and S10)].
In Fig. 2A, we show the Vx-dependence of the

anomalous Hall voltage (VH) at Vg = 0 V [(23),
sections 2.4 to 2.6]. A small but finite VH that
scales linearly with Vx is observed under R-L
modulation (Fig. 2A, solid red line). This is the
signature of a photoinduced AHE driven by a net
valley polarization. Given the geometry of elec-
trical connections shown in Fig. 1B, a positive
Hall voltage under R-L modulation for a positive
bias is observed. It is consistent with the predic-
tion of a side-jump–dominated VHE (Eq. 1) (4, 6).
The sign of the signal is reversed when the exci-
tation is changed to L-R modulation (dashed red
line). In contrast, no net Hall voltage is seen when
we switch to a linear (s-p) modulation (Fig. 2A,
dotted red line) [measurements on other mono-
layer devices are provided in fig. S4].
To study the polarization dependence care-

fully, the anomalous Hall resistance RH ¼ VH=Ix
as a function of the angle q is shown in Fig. 2B for
both the quarter- and half-wavemodulations. We
see that the Hall resistance RH exhibits a sine
dependence on q under quarter-wavemodulation.
A maximum Hall resistance of ~2 ohms is mea-
suredunder anexcitation intensity of~150mWmm−2.
For comparison, zero Hall resistance is observed
under half-wavemodulation. Our results are con-
sistent with recent experimental observations
of a net valley polarization under the optical
excitation of the A resonance with circularly
polarized light (10–14). The sine dependence of

1490 27 JUNE 2014 • VOL 344 ISSUE 6191 sciencemag.org SCIENCE

Fig. 1. Monolayer MoS2 Hall
bar device. (A) Schematics of
the valley-dependent optical
selection rules and the electrons
at the K and K′ valleys that
possess opposite Berry
curvatures W⇀. The orange
arrows represent the clockwise
and counterclockwise hopping
motions of the K and K′
electrons. (B) Schematic of a
photoinduced AHE driven by a
net valley polarization (left) and
an image of the Hall bar device
(right). In the schematic, the
intrinsic plus side-jump
contribution as predicted by
Eq. 1 is shown. (C) Two-point
(dashed line, Vx = 0.5 V)
and four-point (solid line)
conductivities of the device as a
function of back gate voltage Vg.
(Inset) Source-drain bias (Vx)
dependence of the current along
the longitudinal channel (Ix) at
different back gate voltages Vg.
(D) The change in conductivity
Dsxx as a function of incident
photon energy E under laser illumination. The arrow indicates the excitation energy used in most of the measurements in this paper, E ≈ 1.9 eV. (Inset)
Source-drain bias (Vx) dependence of the photocurrent (DIx) at different incident laser intensities P (Vg = 0 V).
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thequarter-wavemodulationdata reveals the linear
relationship between the degree of valley polar-
ization and the excitation ellipticity (5, 6). Spe-
cifically, no net valley polarization is generated
under linearly polarized excitations.
The possible existence of the photoinduced

AHE in bilayer MoS2 devices is investigated un-
der on-resonance excitation and is shown in Fig.
2A [electrical characterization of our bilayer de-
vice is provided in (23), section 2.7]. No notice-
able Hall voltage (more than a factor of 10

smaller than the monolayer) under R-L modula-
tion (as well as under L-R) is observed (Fig. 2A,
solid blue line). The absence of the AHE is fur-
ther illustrated in Fig. 2B. The Hall resistance in
the bilayer device is nearly zero for all q (Fig. 2B,
solid blue dots). The stark contrast betweenmono-
and bilayer devices therefore suggests that an
intervalley population imbalance is required to
drive the AHE. No such imbalance can be pro-
duced in bilayer MoS2 (4–6) because the inver-
sion symmetry is restored in its crystal structure
(11, 14, 31).
Last, the effect of the intervalley relaxation of

excited carriers on the AHE in MoS2 monolayers
is depicted in Fig. 2C. The dependences of the
anomalous Hall conductivity sH ¼ sxxVH

Vx
≈RHs2xx

and of the change in conductivity Dsxx on the
incident photon energy E are shown. Whereas
Dsxx remains large and keeps increasing with
increased photon energy beyond the A and B
resonances (thanks to an enhancement in optical
absorption), the anomalous Hall conductivity sH
peaks near the A feature and decreases quickly
to almost zero at higher photon energies. Our
observation is consistent with recent optical re-
sults that indicate poor injection of valley polari-
zation under off-resonance excitation because of
the rapid intervalley relaxation of high-energy
excited carriers (11, 29). For comparison, no de-
tectable Hall conductivity is observed in the bi-
layer device (Fig. 2C, blue dots).
Our experimental observation of a finite AHE

only in monolayer MoS2 under on-resonance,
circularly polarized excitation strongly supports
our interpretation of the signal as originating
from the VHE. Whereas a net spin polarization
could also give rise to a finite AHE, the effect
observed in ourmonolayerMoS2 devices ismain-
ly driven by a net valley polarization for the
following two reasons. First, the majority of
carriers responsible for photoconduction are
electrons; their spin-polarized current contribu-
tion to the AHE is negligible thanks to fast spin
relaxation in the nearly spin-degenerate conduc-
tion band (11, 32). Second, the coupling con-

stant in the Hamiltonian responsible for the VHE
(6) lVH ~ a2 is much larger than that for the SHE
(33) lSH e

DSO
Eg

a2
e
0:1a2, where a = 3.2 Å and

DSO = 0.16 eV are the lattice constant and the
spin-orbit splitting in monolayer MoS2 (6),
respectively.
In order to compare our results with the theo-

retical prediction in Eq. 1, we studied the laser
intensity (P) dependence of the photoinduced
AHE under 1.9 eV excitation. For this, we first
measured the gate dependence of Dsxx at
different incident laser powers [(23), section
2.9]. The effective change in the photoexcited
carrier density Dnph can then be estimated from
the relation Dsxx = Dnphem, where m ¼ 1

Cg

dsxx
dVg

is
extracted from the dark electrical measurements
(Fig. 1C) with Cg = 1.2 × 10–8 F cm−2 as the back
gate capacitance of our device (Dnph is very dif-
ficult to measure with conventional Hall effect
methods because of a large background electron
density and finite longitudinal-transverse cou-
pling in our devices). The quantity Dnph should
be equal toDnv if the change in conductivityDsxx
is solely driven by the valley-polarized carriers
that are directly excited by resonant, circularly
polarized light. In reality, however, Dnph may
include contributions from both valley-polarized
and -unpolarized carriers; therefore, Dnph pro-
vides an upper bound for Dnv. The anomalous
Hall conductivities under R-L modulation for
different gate voltages Vg are shown as functions
of Dnph in Fig. 3. We also show the theoretical
result predicted by Eq. 1 in the limit Dnph = Dnv
in the same figure. For all gate voltages, sH in-
creases linearly with Dnph, which is consistent
with the theoretical prediction. The anomalous
Hall conductivity sH also has the right order of
magnitude and approaches the theoretical value
at highVg. However, the delayed onset in Fig. 3 is
not understood. It may result from inaccuracy in
determining the absolute photodoping density
or the role of trapped charges.
In the simplest case of Dnph = Dnv, the effect

should be independent of Vg, which is different
from our experimental observations. One possi-
ble explanation of the discrepancy is the pres-
ence of photoconduction mechanisms that do
not contribute to the AHE. Such mechanisms
include the relaxation of valley polarization in
a portion of the photoexcited carriers and the
trapping of minority carriers, which is an effect
equivalent to electrostatic doping. Because the
strength of disorder decreases when the device
becomes more metallic at higher n-doping (rxx
versus Vg at different temperatures is provided
in fig. S1), a higher portion of photoexcited car-
riers could maintain the valley polarization and
contribute to the Hall effect. However, the slope
of the sH versus Dnph curves keeps increasing
with higher Vg and may go beyond the theoret-
ical prediction. Unfortunately, the range of Vg

applied in our experiment is limited by the break-
down of the back gate, so we were unable to ex-
plore this regime. A second possibility is a finite
contribution from skew-scattering processes
(22, 29) to the VHE, which has been neglected
in Eq. 1. The relative importance of each of the
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intrinsic and extrinsic contributions depends on
the sample quality (such as the doping density
and the amount of disorder). Studies of the de-
pendence on temperature and on disorder are
therefore required to better understand the doping
density dependence of the VHE. Furthermore,
a more accurate determination of sH that takes
into account the fringe fields in our Hall bar
device may be needed for a better quantitative
comparison.
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MACHINE LEARNING

Clustering by fast search and find of
density peaks
Alex Rodriguez and Alessandro Laio

Cluster analysis is aimed at classifying elements into categories on the basis of their
similarity. Its applications range from astronomy to bioinformatics, bibliometrics, and pattern
recognition.We propose an approach based on the idea that cluster centers are characterized
by a higher density than their neighbors and by a relatively large distance from points with
higher densities.This idea forms the basis of a clustering procedure in which the number of
clusters arises intuitively, outliers are automatically spotted andexcluded from the analysis, and
clusters are recognized regardless of their shape and of the dimensionality of the space inwhich
they are embedded.We demonstrate the power of the algorithm on several test cases.

C
lustering algorithms attempt to classify
elements into categories, or clusters, on
the basis of their similarity. Several dif-
ferent clustering strategies have been pro-
posed (1), but no consensus has been reached

even on the definition of a cluster. In K-means (2)
and K-medoids (3) methods, clusters are groups
of data characterized by a small distance to the
cluster center. An objective function, typically the
sum of the distance to a set of putative cluster
centers, is optimized (3–6) until the best cluster
centers candidates are found. However, because
a data point is always assigned to the nearest
center, these approaches are not able to detect
nonspherical clusters (7). In distribution-based al-
gorithms, one attempts to reproduce the observed
realization of data points as a mix of predefined
probability distribution functions (8); the accuracy
of such methods depends on the capability of the
trial probability to represent the data.
Clusters with an arbitrary shape are easily

detected by approaches based on the local den-
sity of data points. In density-based spatial clus-
tering of applications with noise (DBSCAN) (9),
one chooses a density threshold, discards as noise
the points in regions with densities lower than
this threshold, and assigns to different clusters
disconnected regions of high density. However,
choosing an appropriate threshold can be non-
trivial, a drawback not present in the mean-shift
clustering method (10, 11). There a cluster is de-
fined as a set of points that converge to the same
local maximum of the density distribution func-

tion. This method allows the finding of nonspheri-
cal clusters but works only for data defined by a
set of coordinates and is computationally costly.
Here, we propose an alternative approach.

Similar to the K-medoids method, it has its
basis only in the distance between data points.
Like DBSCAN and the mean-shift method, it is
able to detect nonspherical clusters and to auto-
matically find the correct number of clusters.
The cluster centers are defined, as in the mean-
shift method, as local maxima in the density of
data points. However, unlike the mean-shift meth-
od, our procedure does not require embedding
the data in a vector space and maximizing ex-
plicitly the density field for each data point.
The algorithm has its basis in the assumptions

that cluster centers are surrounded by neighbors
with lower local density and that they are at a
relatively large distance from any points with a
higher local density. For each data point i, we
compute two quantities: its local density ri and
its distance di frompoints of higher density. Both
these quantities depend only on the distances dij
between data points, which are assumed to satis-
fy the triangular inequality. The local density ri
of data point i is defined as

ri ¼∑
j

cðdij − dcÞ ð1Þ

where cðxÞ ¼ 1 if x < 0 and cðxÞ ¼ 0 otherwise,
and dc is a cutoff distance. Basically, ri is equal to
the number of points that are closer than dc to
point i. The algorithm is sensitive only to the rel-
ativemagnitude of ri in different points, implying
that, for large data sets, the results of the analysis
are robust with respect to the choice of dc.
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